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Abstract. This is the last of a series of papers on the Glauber dynamics of spin systems in
Zd with Kac potentials. It deals with phase separation, studying the evolution of an initial state
which is a Bernoulli measure with zero average while the temperature of the Glauber dynamics
is below the critical value. The state with 0 magnetization is then thermodynamically unstable
and we prove that it is so also dynamically. In fact the stable phases, that have magnetization
±mβ , develop into non-trivial patterns after times proportional to logγ −1, γ −1 the range of the
Kac interaction. We characterize the typical spin configurations, both during the separation and
when this is completed. In particular, we study the magnetization pattern at the boundaries of
the clusters and the development of the interfaces.

AMS classification scheme numbers: 60K35, 82A05

1. Introduction

This is the third and last paper of a series devoted to the Glauber dynamics of spin systems
in Zd interacting with Kac potentials. Here we study phase separation by considering the
system initially in an equilibrium state at infinite temperature with 0 magnetization density,
i.e. a Bernoulli measure with zero averages. We then let the system evolve with the Glauber
dynamics at a temperature which is below the critical one (of the Lebowitz–Penrose theory,
a statistical mechanics model for the van der Waals phase diagram, see [8]). The set-up
is meant to model a quenching experiment where the system is rapidly cooled down to a
temperature below the critical one, which is then kept fixed. At this temperature the phase
with 0 magnetization is thermodynamically unstable, but stationary for the ‘mesoscopic
dynamics’, i.e. the limit evolution whenγ → 0, recall that the interaction range of the Kac
potential isγ −1 and that in the mesoscopic limit times are not scaled withγ , see again [8]
for a discussion on the physical meaning of this and the other possible scaling limits.

The problem of phase separation is to determine whether and in the affirmative when
and how, for eachγ > 0, the true, stable phases develop. We give here a first, rough
answer and in section 2 more precise and detailed statements which are proved afterwards.
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(i) There is a sharp and non-random phase separation time (even though the phenomenon is
due to a random fluctuation!). More precisely there are two times,tc andt?, both dependent
on γ , such that in [0, tc] the magnetization is still infinitesimal asγ → 0, while at time
t? the phases are fully developed.tc is proportional to logγ −1 by a constant fixed by the
temperature and the interaction.t? is ‘very close’ totc, in the sense that(t? − tc)/ logγ −1

vanishes asγ → 0. Thus in the macro-time-scale logγ −1, tc andt? cannot be distinguished
(asγ → 0) hence the time when the phases separate is deterministic and sharp.

(ii) A non-trivial spatial structure. At time t? the space is divided into ‘large clusters’
where the magnetization is alternatively equal to±mβ , the equilibrium magnetization at the
given inverse temperatureβ (of the dynamics) in the Lebowitz–Penrose theory. The typical
diameter of a cluster isγ −1[log γ −1]1/2, in lattice units.

(iii) Existence of an interface. There is a universal magnetization patternm̄(s) at the
boundaries between adjacent clusters of different phases,s a length parameter on a line
normal to the boundary measured in units of the interaction length.m̄(s) solves the non-
local mean-field equation

m̄(s) = tanh{βJ̄ ? m̄(s)} lim
s→±∞ m̄(s) = ±mβ (1.1)

whereJ̄ is related to the spin–spin interaction and is defined in the next section. Existence
and uniqueness (modulo translations) for (1.1) are proven in [12]. Thus the magnetization
pattern along the normal to the boundary between phases is the same for all clusters.

(iv) Random geometry of the clusters. The boundaries of the clusters at timet? are the 0’s of
a distinguished Gaussian process. Its qualitative features, like the percolation probabilities,
are to some extent known [19].

(v) Predictability of the spatial patterns. The actual positions of the clusters at timet? are
completely determined by the spin configuration at any earlier time, except time 0, when
times are measured in the macroscopic scale logγ −1. (The statement becomes true with
probability one in the limit asγ → 0).

After time t? the clusters should move by mean curvature (MBC), in the time-scale
logγ −1 and when the space dimension isd > 2. The conditional tense is for the sake of
precision, as there is a proof of such a statement for the motion of a single cluster, [8, 22],
and the presence of the others should not change its behaviour, but there is no explicit proof
in the literature. TheMBC is consistent with theory and experimental observations [16],
according to which the typical cluster size should grow liket1/2 and this follows from the
fact that theMBC is invariant under the diffusive scaling. At very long times, however,
when the clusters are very large and the interface correspondingly flat, this moves very
slowly by mean curvature so that the random fluctuations due to the intrinsic randomness
of the microscopic evolution become competitive; at even longer times tunnelling effects
with the appearence of new clusters of the opposite phase will no longer be negligible.

In d = 1 there is noMBC and we expect no significant change in the time-scale logγ −1.
At times exp{b[log γ −1]1/2} for someb > 0, the boundaries of the clusters will move
significantly because of the mechanism described by [4, 15], for the Ginzburg–Landau
equation that should apply to our case as well, (the velocity of the boundary depends
on the exponential lengths of the neighbouring clusters which, according to (ii) above,
are proportional to [logγ −1]1/2, in units of interaction lengths). Thus shorter clusters
disappear first and after due time the clusters which have survived are so long and the
above mechanism so slow that fluctuations become competitive. Fluctuations are relevant
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at times of the order ofγ −1, transposing to this context results for the Ginzburg–Landau
equation with noise [1, 2, 18]. These questions are currently under investigation as well
as a characterization of the distribution of the clusters’ lengths at times of the orderγ −1,
when fluctuations take over. The true asymptotic limit,t → ∞ with γ fixed (and small),
is described by the Gibbs distribution (which is the only invariant measure for the Glauber
dynamics). Typical Gibbs spin configurations have clusters of length ecγ −1

, c > 0, thus a
lot of phenomena have to occur aftert? before reaching the true Gibbsian equilibrium. The
mentioned properties of the Gibbs measure and their other features may be found in [5].

The spinodal decomposition has already been studied for the Glauber+Kawasaki process
which has been introduced in [6] to model reaction–diffusion equations: macroscopically
finite volumes have been considered in [13], macroscopically infinite volumes in [14] (for
d = 1) and [20] (d = 2, 3). Our results are both in qualitative and quantitative agreement
with these papers, provided the parameters which determine the models are properly related.

In section 2 we recall the definition of the model, state the main results and outline the
proofs. In section 3 we study the process in the time interval [0, tc] when the magnetization
density, while growing, remains an infinitesimally small function ofγ , proving the theorems
stated in section 2.3. In section 4 we study the geometry of the interfaces (proving the
theorems stated in section 2.4) and we report the proofs of some local central limit estimates
used throughout the paper. In section 5 we study the development of the interfaces for the
discretized ions non-local evolution equation and we describe the phase separation for the
spin dynamics, thus proving the theorems stated in section 2.5.

2. Definitions and results

This section is divided into five subsections. In the first two we recall and adapt to the
present case definitions from [8]. In the third one we analyse the system in the time
interval [0, tc], in the fourth one the structure of the interfaces and in the fifth one the full
development of the phases in the time interval [tc, t

?].

2.1. Basic definitions

We start with the definition of the Glauber dynamics with Kac potential.

Definition 2.1.1a. The Glauber dynamics.
For anyγ ∈ (0, 1] the Glauber dynamics is the Markov process with state space{−1, 1}Zd

and generatorLγ which acts on the cylinder functionsf as

Lγ f (σ ) =
∑
x∈Zd

c(x, σ )[f (σ x) − f (σ)] σ ∈ Zd (2.1)

σx is obtained fromσ by flipping the spin atx, i.e.

σx(y) =
{

σ(y) if y 6= x

−σ(x) if y = x
(2.2)

cγ (x, σ ) = e−βσ(x)hγ (x,σ )

e−βhγ (x,σ ) + eβhγ (x,σ )
= 1

2

[
1 − σ(x) tanhβhγ (x, σ )

]
(2.3)

hγ (x, σ ) = (Jγ ◦ σ)(x) =
∑

y∈Zd :y 6=x

Jγ (x, y)σ (y) (2.4)

whereJγ (x, y) is the Kac potential:

Jγ (x, y) = γ dJ (γ |x − y|) . (2.5)
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We supposeJ > 0, J ∈ C∞, J (|r|) = 0 for all r > 1 and, denoting byβ the inverse
temperature, we assume that

β > βcrit = 1
∫

Rd

dr J (|r|) = 1 . (2.6)

We also assume thatJ (|r|) is a non-increasing function (this assumption is essential only in
the proof of proposition 5.1.4).

We finally fix the initial measureµ0 as the Bernoulli measure on{−1, 1}Zd

with 0
averages, i.e.Eµ0(σ (x)) = 0 for all x ∈ Zd , and we denote byµγ

t the law of the process at
time t starting fromµ0.

Recall that the Lebowitz–Penrose inverse critical temperatureβcrit is equal to 1 in
our system. The relevant quantity in what follows is the magnetization density. After
definition 2.1.5 of [8] we set

Definition 2.1.1b. Block spins.
For any functionf on Zd we let

Aγ,x,b0(f ) = 1

|Bγ,x,b0|
∑

y∈Bγ,x,b0

f (y) (2.7)

Bγ,x,b0 = {y : |y − x| 6 γ −b0} 0 < b0 < 1 . (2.8)

The block spin magnetization at timet > 0 is the expression in (2.7) withf = σ(·, t), the
spin configuration at timet .

As explained in [8], there are different time and space scales each one relevant for its
corresponding phenomena.

Definition 2.1.2. Space and time-scales.
The microscopic scale is(x, t), x ∈ Zd and t > 0, i.e. spaces measured in lattice units and
times proportionally to the spin flip unit.

The mesoscopic scale is(r, t) with t > 0 and

r = γ x r ∈ Rd .

Time is unchanged while space is measured in interaction range units, thus it is shrunk by
γ with respect to the micro-scale.

The macroscopic scale is(ξ, τ ) with

ξ = λr τ = λ2t (2.9)

λ = (logγ −1)−1/2 . (2.10)

It is determined by the time when the phase separation occurs and by the size of the clusters
of each phase.

We finally define the ‘critical time’tc in meso andτc in macro units as

τc = d

2α
α = β − 1 > 0 tc = τcλ

−2 (2.11)

and

t? = tc + (log logγ −1)2 ≡ τcλ
−2 + (logλ−2)2 . (2.12)
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2.2. The mesoscopic regime

The mesoscopic behaviour of the model is described by a deterministic non-local equation.
In [8] it has been proven that the block spin magnetizationAγ,x

(
σ(·, t)), equations (2.7),

(2.8), with x = [γ −1r], converges (in probability) asγ → 0, to m(r, t), where

∂m

∂t
(r, t) = −m(r, t) + tanh

{
β(J ? m)(r, t)

}
(2.13)

(J ? m)(r, t) =
∫

dr ′ J (|r − r ′|)m(r ′, t) (2.14)

under suitable assumptions on the initial datum. In our casem(r, 0) ≡ 0 hence, in the
mesoscopic regime,m(r, t) ≡ 0. To observe the phase separation we then need a more
accurate analysis which takes into account deviations from the limit behaviour (2.13).

Also at the level of the mesoscopic equation, however, phase separation may still be
observed, such as when we replace the initial limit magnetizationm(r, 0) ≡ 0 by the
actual spin configurations,m(r, 0) → σ([γ −1r]). The result yields a qualitatively but not
quantitatively correct picture, as we shall see. The analysis at this point takes advantage of
several similarities with the reaction–diffusion (Allen–Cahn) equation. To see the relation
with the Allen–Cahn equation, we add and subtract to the right-hand side of (2.13) the term
tanhβm, giving

∂m

∂t
= R(m) + D(m) (2.15)

where

R(m) = −m + tanhβm (2.16)

D(m) = tanhβ(J ? m) − tanhβm . (2.17)

The equation (2.15) has to be compared to the Allen–Cahn equation

∂m(r, t)

∂t
= βD

2
1m(r, t) − V ′(m(r, t)

)
D =

∫
dr J (|r|)r2 (2.18)

with D(m) playing the role of the diffusive term in (2.18) and−V ′(m) = R(m). V (m) is
then a symmetric double-well potential whose minima are±mβ ,

mβ = tanh{βmβ} (2.19)

namely the equilibrium magnetizations of the Lebowitz–Penrose theory. Notice thatm ≡ 0
is also stationary, the stability properties are determined by

R′(0) < 0 if β < 1 R′(0) = 0 if β = 1 (2.20)

R′(0) > 0 R′(±mβ) < 0 β > 1 . (2.21)

It is convenient to proceed with the lattice analogue of (2.13):

Definition 2.2.1. The discretized equation.
For anyγ > 0 we denote bymγ (x, t), x ∈ Zd , t > 0, the solution of

dmγ (x, t)

dt
= −mγ (x, t) + tanh{β(Jγ ◦ mγ )(x, t)} (2.22)

(Jγ ◦ mγ )(x, t) =
∑

y

Jγ (x, y)mγ (y, t) . (2.23)

We denote bymγ (x, t |σ) the (unique) solution of (2.22) with

mγ (x, 0|σ) = σ(x) . (2.24)
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For any givent0 > 0, we also definemγ,t0(x, t |σ) as the solution of (2.22) fort > t0 with

mγ,t0(x, t0|σ) = σ(x) . (2.25)

In the next subsection we study the statistical solutions of (2.22), namely the random
variables {mγ,t0(·, t |σ)} solutions of (2.22) with the random initial datumσ having
distribution µ0. Loosely speaking therefore, each initial datum has a weight, given by
µ0, that it carries unchanged at all the later times, when it evolves according to (2.22).
Collecting all such weights, we reconstruct, at any timet , a probability measure, which is
the distribution of the variables{mγ,t0(·, t |σ)} and it is called a ‘statistical solution of (2.22)’.

2.3. Evolution in the time interval [0,tc]

We start with a heuristic analysis of the statistical solutions of (2.22). The initial datum,σ

in (2.24), is obviously not close tom ≡ 0 in a L∞ norm. But one may argue from (2.22)
that the relevant quantity in the evolution is(Jγ ◦ mγ ) rather thanmγ . We then introduce
the variableuγ (x, t) = Jγ ◦mγ (x, t), uγ (·, 0) = (Jγ ◦σ). By the independence of the spins
and a central limit theorem estimate, one finds out that the typical values of(Jγ ◦ σ) are of
the order ofγ d/2. We thus expect that a good approximation to the true solution is obtained
by solving the linearized equation aroundu ≡ 0, namely,

duγ (x, t)

dt
=−uγ (x, t) + β(Jγ ◦ uγ )(x, t) = αγ uγ (x, t) + β(Jγ ◦ uγ )(x, t) − βĴγ,0uγ (x, t)

(2.26)

where

αγ = βĴγ,0 − 1 andĴγ,0 =
∑

y

Jγ (0, y) . (2.27)

To write the solution to (2.26) explicitly, we set

Definition 2.3.1. Let

p
γ
t (x, y) = p

γ
t (0, x − y) (2.28)

p
γ
t (0, x) = e−c?t

∞∑
n=0

(βt)n

n!

∑
x1,...,xn−1

Jγ (0, x1) · · · Jγ (xn−1, x) c? = βĴγ,0 . (2.29)

We also set

qt (r, r
′) = qt (0, r − r ′) =: qt (r − r ′) (2.30)

qt (r) = e−βt
∞∑

n=1

(βt)n

n!

∫
dr1 . . . drn−1

n∏
i=1

J (|ri − ri−1|) rn = r, r0 = 0 . (2.31)

Observe that becausen > 1, qt (r) is a smoothC∞ function. Fort large the contribution
of n = 0 is negligible so that in this case and forγ → 0, qt approximatespγ

t and this will
be proven in section 4.3.

Going back to (2.26), we have

uγ (x, t) = eαγ t (p
γ
t ◦ uγ )(x, 0) (p

γ
t ◦ uγ )(x, 0) =

∑
y

p
γ
t (x, y)uγ (y, 0) . (2.32)

If uγ (y, 0) = γ d/2 identically, thenuγ (·, t) would be finite attc, the critical time of
definition 2.1.2. The action ofpγ

t (x, ·) in (2.32) on the trueuγ (y, 0) is essentially to
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average it over regions whose diameter is of the order ofγ −1
√

t . In fact, each jump covers
a distance of the orderγ −1, the mean number of jumps goes liket and the jumps have an
independent identical symmetric distribution. The average of [γ −1

√
t ]d independent spins

goes typically like [γ −1
√

t ]−d/2, hence, attc, uγ is still infinitesimal, i.e. is of the order
t−d/4 = λd/2 anduγ (x, t) varies significantly only whenx varies over distances of the order
γ −1

√
t , i.e. the macro-scale(λγ )−1.

The approximation provided by the statistical solution gives the correct result, namely
that the magnetization is infinitesimal untiltc:

Theorem 2.3.2.For any ξ ∈ Rd , and anyτ ∈ [0, τc] let

Mγ,b0(ξ, τ ) = Aγ,x,b0(σ (, ·, λ−2τ)) x = [λ−1γ −1ξ ] . (2.33)

Then for anyb0 < 1, sufficiently close to 1, for anyδ > 0 and anyR > 0

lim
γ→0

P γ
µ0

(
sup
τ6τc

sup
|ξ |6R

|Mγ,b0(ξ, τ )| > δ
) = 0 . (2.34)

Furthermore, for any integern > 1 anyR > 0, settingRγ = R(λγ )−1,

lim
γ→0

sup
x1 6=... 6=xn|xi |6Rγ

∣∣∣∣∣Eγ
µ0

( n∏
i=1

σ(xi, λ
−2τ)

)∣∣∣∣∣ = 0 for all 0 6 τ 6 τc . (2.35)

The statistical solution of (2.22) provide a more accurate description of the system
except for an initial time layer when they have the same order as the fluctuations.

In section 3 we will prove the following theorem:

Theororem 2.3.3. There isδ > 0 and given anyb0 < 1, sufficiently close to 1, anyε > 0,
R > 0 and anyτ0 ∈ (0, τc), there arec andγ0 so that the following holds. For anyγ 6 γ0

there isG(0)
γ ⊂ {−1, 1}Zd

so that

Pγ
µ0

(
σ(·, λ−2τ0) ∈ G(0)

γ

)
> 1 − ε (2.36)

and for anyσ ∈ G(0)
γ and anyτ0 < τ 6 τc

sup
λγ |x|6R

|mγ,λ−2τ0
(x, λ−2τ |σ)| 6 c

[
λd/2γ −ατ+d/2 + e−λ−2(τ−τ0)

]
(2.37)

wheremγ,λ−2τ0
is defined in definition 2.1.1. Moreover,

Pγ

σ,λ−2τ0

(
sup

λγ |x|6R

|Aγ,x,b0(σ (·, λ−2τ) − mγ,λ−2τ0
(·, λ−2τ |σ)| > γ δ−ατ+d/2

)
6 ε (2.38)

wherePγ
σ,t is the law of the process which starts fromσ at timet .

By equation (2.37), the order of magnitude ofmγ is the same as predicted by the linear
theory. By equation (2.38)mγ is a good approximation to the block spin averages since the
error is much smaller than the magnitude ofmγ itself. The above arguments cannot be used
past tc as the solution will become finite so that the linear evolution is no longer a good
approximation. However, the spatial pattern of the decomposition are already encoded in
the typical configurations at any timet = λ−2τ , τ 6 τc, τ 6= 0 as we shall see.
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2.4. Interfaces

We begin by describing the interfaces in macroscopic variables.

Definition 2.4.1. The setU .
The setU consists of all the functionsu(ξ), ξ ∈ Rd , with values±mβ , such that the
discontinuity set6 of u intersects any spherical region into finitely many connected regular
surfaces of codimension 1 and at finite distance from each other.

An interface is a connected component of6. If it is a closed surface, the region in its
interior is called a cluster of the phase+, [−], if in that region the value ofu(ξ) is +mβ ,
(respectively−mβ).

We will obtain elementsu of U starting from the functionsmγ (x, t |σ), as we are going
to see.

Definition 2.4.2. The functioǹ γ .
Givenτ0 and τ , 0 < τ0 < τ < τc, for anyσ ∈ {−1, 1}Zd

, any r ∈ Rd and anyγ > 0, we
define

`γ (r|σ) = λ−d/2γ −(τc−τ)α

∫
dr ′ qλ−2(τc−τ)(r − r ′)mγ,λ−2τ0

([r ′γ −1], λ−2τ |σ) (2.39)

whereqt (r) is defined in (2.30), (2.31) andmγ,τ0 in (2.25).

Recall thatqt (r) is a smooth function so that̀γ ∈ C∞. Actually it is convenient to
have`γ expressed in macro-variables:

ˆ̀
γ (ξ |σ) = `γ

(
ξλ−1|σ )

. (2.40)

Let 3 be an open bounded set inRd and Cn(3) be the space of functions which have
n bounded derivatives in3, equipped with the sup norm for the function and its firstn

derivatives. We then define for anyn the probabilityPγ,τ0 on Cn(3) which is the image
via the map (2.39) ofµλ−2τ0

. Observe thatPγ,τ0 is supported on the intersection overn of
all Cn(3).

Theorem 2.4.3. For any ε > 0, there isγ0 such that the following holds. For allγ < γ0

there is a setG(1)
γ ⊂ {−1, 1}Zd

such thatµλ−2τ0
(G(1)

γ ) > 1 − ε and for σ ∈ G(1)
γ the

functionu(ξ) := mβ sign { ˆ̀
γ (ξ |σ)} (set equal tomβ when ˆ̀

γ = 0) belongs to the setU .
Furthermore, for anyn and any bounded regular set3, the probabilities(Cn(3), Pγ,τ0)

converge to(Cn(3), P) whereP is the law of the Gaussian process with 0 average and
covariance

E(
X(ξ)X(ξ ′)

) =
(

1 + 1

α

)
αd/2

(πdβD)d/2
e−α(ξ−ξ ′)2/(dβD) for any ξ, ξ ′ ∈ Rd (2.41)

D =
∫

dr J (|r|)r2 . (2.42)

The relation between the interface described by the functionu(ξ) of theorem 2.4.3 and
the actual spin configuration is established in the next subsection.

2.5. Evolution in the time interval [tc, t?]

We will prove that for anyτ0 < τc there is a set of good configurations which has large
probability and such that if we start from a good configuration at timeλ−2τ0, then the
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block spin magnetization at any later timest ∈ [τ0λ
−2, t?] is close tomγ,τ0 defined in

definition 2.2.1.

Theorem 2.5.1.For any ε > 0, b0 < 1, sufficiently close to 1,R > 0, 0 < τ0 < τc there is
γ0 such that the following holds. For allγ < γ0 there is a setG(2)

γ ⊂ {−1, 1}Zd

such that

Pγ
µ0

(
σ(·, λ−2τ0) ∈ G(2)

γ

)
> 1 − ε

and if σ ∈ G(2)
γ then there isδ > 0 such that

sup
τcλ−26t6t?

Pγ

σ,λ−2τ0

({
sup

|x|6R(λγ )−1

Aγ,x,b0

(
σ(·, t) − mγ,λ−2τ0

(·, t |σ)
)

> γ δ

})
< ε . (2.43)

We are then left with the study of the solutions of (2.22) with a random valueσ at time
τ0λ

−2. Theorem 2.5.3 below states thatmγ,λ−2τ0
(y, t?|σ) is close tomβ signˆ̀(γ λx|σ) if x

is sufficiently far from the interface (see definition 2.4.1). The values ofmγ,τ0 close to the
interfaces are also known. We describe them by means of the following definition.

Definition 2.5.2. The instanton.
The instanton is an antisymmetric and non-identically zero solution of the one-dimensional
equation (1.1) with

J̄ (s) =
∫

Rd−1
dr J

(
(s2 + r2)1/2

)
. (2.44)

It is proven in [12] that the instanton exists (providedβ > 1) and that it is unique in the
class of functions that are asymptotically strictly positive, (negative), ass → ∞, (s → −∞)
and that vanish at the origin. Moreover it is strictly increasing and with asymptotic values
at ±∞ equal to±mβ , to which it converges exponentially fast.

Finally, for any unit vectorν in Rd , m(r) := m̄(rν) solves the equation

m(r) = tanh{β(J ? m(r)} for all r ∈ Rd . (2.45)

In [12] it is also proven that ind = 1, the manifold of translations of the instanton
is globally stable in the same class of functions where the uniqueness of the instanton is
proven.

Theorem 2.5.3.For any ε > 0, L > 0 and 0 < τ0 < τc there isγ0 such that the following
holds. For allγ < γ0 there is a setG(3)

γ ⊂ {−1, 1}Zd

such that

Pγ
µ0

(
σ(·, λ−2τ0) ∈ G(3)

γ

)
> 1 − ε (2.46)

and the following holds.
There is a positive functionRγ , γ 6 γ0 so that

lim
γ→0

Rγ = 0 lim
γ→0

λ−1Rγ = ∞ .

For anyσ ∈ G(3)
γ ,

uγ (ξ) := mβ sign ˆ̀(ξ |σ) ∈ U .

Let then6 be the interface ofuγ and |d(ξ, 6)| the distance ofξ from 6. Then

|mγ,λ−2τ0
(x, t?|σ) − uγ (γ λx)| 6 ε (2.47)

for all γ 6 γ0 and all |x| 6 L(λγ )−1 and such that|d(xλγ, 6)| > Rγ .
Moreover, for anyξ0 ∈ 6, |ξ0| < L, let ν be the unit vector normal to6 at ξ0 and

pointing toward the region whereu(ξ) = mβ . Then for allγ < γ0,∣∣mγ,λ−2τ0

(
[(ξ0λ

−1 + νs)γ −1], t?|σ ) − m̄
(
s
)∣∣ 6 ε for all |s| 6 Rγ λ−1 (2.48)

wherem̄ is the instanton solution, see definition 2.5.2.
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3. The early stage of the decomposition

In this section we study the process until timetc = λ−2τc (see equation (2.11)). In particular,
in section 3.1 we introduce the main definitions and notation. In section 3.2 we study the
statistical solutions of (2.22). In section 3.3 we prove bounds on thev-functions and in
section 3.4 that the process evolves deterministically according to (2.22) if it starts at some
‘positive time’ from a spin configuration in a ‘nice set’. In section 3.5 we prove that this
‘nice set’ has a probability that goes to 1 asγ → 0. At the end of the section we prove
theorems 2.3.2 and 2.3.3, as a corollary of the previous analysis.

3.1. The time grid and the seminorms

In this subsection we state the main definitions and notation.

Definition 3.1.1. The time grid.
Givena ∈ (0, τc) we denote byN the smallest integer such that(N + 1)a > τc. We also set

tna = naλ−2 λ−2 = logγ −1 . (3.1)

Definition 3.1.2. The seminorms. We defineψ : Rd → R+ and, givenγ > 0, φγ : Rd → R+,
as

ψ(ξ) = (1 + |ξ |)−b 0 < b < 1
160 φγ (x) = ψ(λγ x) . (3.2)

We also set, forh > 0,

Rh,γ = γ −1
[
λ−16 − hλ−8

]
(3.3)

φh,γ (x) = φγ (x)1(|x| 6 Rh,γ ) (3.4)

and, fora ∈ (0, τc), with N as in definition 3.1.1, we then define for anyζ > 0, n 6 N + 1,
h > n, andf : Zd → R

‖f ‖h,n,γ,a,ζ = [γ −ζ−αan+d/2]−1 sup
x

{
φh,γ (x)

∣∣(Jγ ◦ f )(x)
∣∣} . (3.5)

We finally set

πγ (x, y) = e−c?ta
∑
n>1

(βta)
n

n!
J n

γ (x, y) (3.6)

c? = βĴγ,0 = 1 + αγ J n
γ = Jγ ◦ . . . ◦ Jγ n-times. (3.7)

See equation (2.27) for notation, and define, forn andh as above,

|||f |||h,n,γ,a = [λd/2γ −αan+d/2]−1 sup
x

{
φh,γ (x)

∣∣(πγ ◦ f )(x)
∣∣} (3.8)

Fγ,a,ζ (h, n, C) = {
f : Zd → [−1, 1]

∣∣‖f ‖h,n,γ,a,ζ 6 C ; |||f |||h,n,γ,a 6 C
}
. (3.9)

For notational simplicity in the sequelσ also denotes a function onZd with values in
[−1, 1].

Recalling the definition ofpγ
t , (2.28) and (2.29), we have

p
γ
ta (x, y) = πγ (x, y) if x 6= y .

In section 4 we will prove the following:
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Lemma 3.1.3.
For all h, k, m positive there isc so that for allγ > 0

sup
t62tc

∑
|x|>hλ−8

p
γ
t (0, x) < cγ k (3.10)

sup
t62tc

(1 + γ λ|x|)−m
∑

y

p
γ
t (x, y)(1 + γ λ|y|)m 6 c . (3.11)

We will next use lemma 3.1.3 to establish a relation between the‖ · ‖ and ||| · |||
seminorms. We first introduce the parameterc1, often used in the following:

c1 = sup
γ,x,t62tc

∑
y

p
γ
t (x, y)

[
1 + φγ (x)

φγ (y)
+

∑
z

Jγ (y, z)
φγ (x)2

φγ (z)2

]
< ∞ . (3.12)

which is finite because of (3.11).

Lemma 3.1.4.
Let a ∈ (0, τc), N as in definition 3.1.1,ζ > 0, 0 6 n 6 N , h ∈ (n, n + 1), k > 0. Then
there isc so that for allγ > 0 and all σ : Zd → [−1, 1],

|||σ |||h,n,γ,a 6
{
βac1γ

−ζ λ−d/2−2‖σ‖n,n,γ,a,ζ + cγ k
}

(3.13)

and, for tna 6 t 6 tNa,

φh,γ (x)
∣∣(pγ

t−tna
◦ σ)(x) − e−c?(t−tna)σ (x)

∣∣ 6 eαtna γ d/2−ζ βac1λ
−2‖σ‖n,n,γ,a,ζ + cγ k . (3.14)

Finally, for tna 6 t 6 tc, calling q the integer such thattqa 6 t < t(q+1)a, for all γ small
enough (how small depending ona),

φh,γ (x)
∣∣eαγ (t−tna)(p

γ
t−tna

◦ σ)(x) − e−(t−tna)σ (x)
∣∣ 6 2c1 eαtγ d/2λd/2|||σ |||n,n,γ,a

+1{tqa<t}2 e−c?(tqa−tna) eαtγ d/2−ζ βac1λ
−2‖σ‖n,n,γ,a,ζ + cγ k . (3.15)

Proof. Let |x| 6 Rh,γ , then

(πγ ◦ σ)(x) = e−c?ta
∑
k>0

(βta)
k+1

(k + 1)!

∑
z

J k
γ (x, z)(Jγ ◦ σ)(z)

[λd/2γ −αan+d/2]−1φh,γ (x)
∣∣(πγ ◦ σ)(x)

∣∣ 6 [λd/2γ −αan+d/2]−1c?taφh,γ (x)
∑

|z|>Rn,γ

p
γ
ta (x, z)

+(βta)φh,γ (x)
∑

|z|6Rn,γ

p
γ
ta (x, z)φn,γ (z)−1γ −ζ λ−d/2‖σ‖n,n,γ,a,ζ .

The first term on the right-hand side is bounded using (3.10), then using (3.12) we derive
(3.13). The proof of (3.14) is completely analogous and it is omitted.

We write

(p
γ
t−tna

◦ σ)(x) = e−c?(t−tna)σ (x) +
q∑

i=n+1

e−c?(t(i−1)a−tna)
∑

y

p
γ
t−tia

(x, y)(πγ ◦ σ)(y)

+e−c?(tqa−tna)

[ ∑
y

p
γ
t−tqa

(x, y)σ (y) − e−c?(t−tqa)σ (x)

]
.

We use that exp{αγ ((t − tna)−c?(t − tna)} = exp{−(t − tna)}. Observing that|αγ −α| 6 cγ

and using (3.14) we obtain (3.15), the proof of the lemma is then completed. �
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3.2. Solutions of (2.22) fort 6 tc

The main result in this subsection concerns the functionsmγ,t0(x, t |σ). Recall that they
solve (2.22) fort > t0 with the conditionmγ,t0(x, t0|σ) = σ(x) for all x ∈ Zd .

Theorem 3.2.0. For any a ∈ (0, τc), any ζ that satisfies (3.21) below and anyC positive
there isc so that the following holds. For alln < N , N as in definition 3.1.1, allh > n, all
γ > 0, all |x| 6 Rh,γ all σ ∈ Fγ,a,ζ (n, n, C) and all tna 6 t 6 tNa∣∣mγ,tna

(x, t |σ) − eαγ (t−tna)(p
γ
t−tna

◦ σ)(x)
∣∣ 6 c

(
eαtγ d/2−ζ φγ (x)−1

)2
(3.16)

while for t(n+1)a < t 6 tc:∣∣mγ,tna
(x, t |σ) − eαγ (t−tna)(p

γ
t−tna

◦ σ)(x)
∣∣ 6 c eαtγ d/2

(
λ3d/2φγ (x)−1

)
. (3.17)

Finally, as a consequence of (3.15), fortna 6 t 6 tc∣∣ eα(t−tna)(p
γ
t−tna

◦ σ)(x)
∣∣ 6 c

[
eαtγ d/2λd/2φγ (x)−1 + e−(t−tna)

+eαtγ d/2−ζ φγ (x)−11tna6t<t(n+1)a

]
(3.18)

and for anyn + 1 6 q 6 N , h > q:

|||mγ,tna
(·, tqa|σ)|||h,q,γ,a 6 c . (3.19)

As an application of theorem 3.2.0, letτ0 ∈ [0, τc) and set t0 = λ−2τ0. Then
mγ,t0(x, t |σ), t0 6 t 6 tc satisfies (2.37) if givena and n so thatna = τ0, there isζ

so that (3.21) below holds and

eαt eαt0γ d/2−ζ 6 e−t for all 0 6 t 6 ta (3.20)

is satisfied; moreover,σ should be inFγ,a,ζ (n, n, C).
In such a case in fact the third term in (3.18) is bounded by the second one and (2.37)

follows from (3.16) and (3.18).
To find a andζ for which (3.20) holds, we observe that, by the definition ofτc,

γ −ατ0γ d/2 = γ α(τc−τ0) .

Then equation (3.20) is implied by

γ α(τc−τ0) 6 γ (α+1)a+ζ

which is satisfied ifa andζ are small enough.
When proving theorem 2.3.3 we will chooseG(0)

γ ⊂ Fγ,a,ζ and show that the probability
of the latter goes to 1 asγ → 0.

Hereafter we require that, givena ∈ (0, τc) and N as in definition 3.1.1,ζ should be
restricted to

0 < 2ζ < min

{
a,

d

2
− αaN

}
. (3.21)

The definition is non-empty becaused/2 > αaN > 0 since

αaN < τc andγ d/2−ατc = 1 .

Before beginning the proof of theorem 3.2.0 we state some basic properties of the
evolution (2.22) that will be extensively used throughout the paper.
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Lemma 3.2.1.

(i) Barrier lemma. Given anyδ > 0 there arec and c′ so that the following holds. Given
anyγ > 0 andT > 0, let uγ (x, t) andvγ (x, t) be two solutions of (2.22) fort > 0 such
that

|uγ (x, 0)| 6 1 |vγ (x, 0)| 6 1 for all x (3.22)

uγ (x, 0) = vγ (x, 0) for all |x| 6 cγ −1T . (3.23)

Then

|uγ (0, T ) − vγ (0, T )| 6 c′ e−δT . (3.24)

(ii) Monotonicity. Ifuγ (x, t) and vγ (x, t) are solutions of (2.22) anduγ (x, 0) > vγ (x, 0)

for all x, thenuγ (x, t) > vγ (x, t) for all x and all t > 0.
(iii) If uγ (x, t) is a solution of (2.22) anduγ (x, 0) 6 1 for all x, thenuγ (x, t) 6 1 for all x

and all t > 0.
(iv) Let δ, c and c′ be as (1) andu and v be two solutions of (2.22) which verify (3.22).

Suppose that

uγ (x, 0) > vγ (x, 0) for all x such that|x| 6 cT γ −1 (3.25)

then

uγ (0, T ) > vγ (0, T ) − c′ e−δT (3.26)

(v) The statements (i)–(iv) are valid also for the equation in the continuum (2.13).

Proof. The proof of (v), that is the statements (i)–(iv) for the continuum equation (2.13)
are given in [12]. The proofs of (i)–(iv) for (2.22) are completely analogous, in particular
(iii) and (iv) follows from (i) and (ii). For completeness we report below the proof of (i).

Denote by

Dγ (x, t) = |uγ (x, t) − vγ (x, t)|
then, from (2.22) and the fact that(coshβz)−2 6 1 for all z it follows that

Dγ (x, t) 6 Dγ (x, 0) +
∫ t

0
ds

{
Dγ (x, s) + β(Jγ ◦ Dγ )(x, s)

}
.

Calling

dγ (x, t) = e−tDγ (x, t)

we then have

dγ (x, t) 6 dγ (x, 0) +
∫ t

0
ds β(Jγ ◦ dγ )(x, s) 6

∑
n

(βt)n

n!
(J n

γ ◦ dγ )(x, 0)

where for any functiong,

(J n
γ ◦ g)(x) =

∑
x1,...,xn

Jγ (x, x1) . . . Jγ (xn−1, xn)g(xn) .

We now use two facts: the first one is thatDγ (x, 0) = 0 for |x| 6 cγ −1T , andDγ (x, 0) 6 2
elsewhere, the second is thatJγ (x, y) = 0 if |x − y| > γ −1. Then there arec andc′ so that

Dγ (0, T ) 6 2
∑
n>cT

(βT Ĵγ,0)
n

n!
eT 6 c′ e−δT . �
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Given t0 > 0, σ : Zd → [−1, 1], γ > 0, we define

m̃γ,t0(x, t |σ) =
∑

y

Jγ (x, y)mγ,t0(y, t |σ) (3.27)

and state the following lemma:

Lemma 3.2.2.
For anya ∈ (0, τc), ζ that satisfies (3.21),0 6 n < N and anyC > 0, k > 0, h > n there
are γ0 > 0 and c so that for allγ 6 γ0, all σ : Zd → [−1, 1] such that‖σ‖n,n,γ,a,ζ 6 C

and all tna 6 t 6 tNa:

γ −d/2+ζ φh,γ (x)|m̃γ,tna
(x, t |σ)| 6 3c1 eαt‖σ‖n,n,γ,a,ζ + cγ k (3.28)

wherec1 is defined in (3.12) and̃m in (3.27) witht0 = tna. Moreover, ifσ ′ satisfies the same
bound asσ :

γ −d/2+ζ φh,γ (x)
∣∣m̃γ,tna

(x, t |σ) − m̃γ,tna
(x, t |σ ′)

∣∣ 6 3c1 eαt‖σ − σ ′‖n,n,γ,a,ζ + cγ k . (3.29)

Proof. As a shorthand we usẽm(x, t) for m̃γ,tna
(x, t |σ), then

dm̃

dt
= −m̃ + Jγ ◦ tanh(βm̃) . (3.30)

We use (1) of lemma 3.2.1 (valid also for (3.30)) to conclude that the solutionm̂(x, t),
t > tna, of (3.30) with initial condition

m̂(x, tna) = m̃(x, tna)1(|x| 6 Rn,γ ) (3.31)

verifies the following. For anyk there isck so that for alltna 6 t 6 tNa and allh > n∣∣m̃(x, t) − m̂(x, t)
∣∣ 6 ckγ

k for all |x| 6 Rh,γ . (3.32)

It will suffice to prove (3.28) form̂.
After some simple algebra,

dm̂(x, t)

dt
= αγ m̂(x, t) + β[(Jγ ◦ m̂)(x, t) − Ĵγ,0m̂(x, t)] + (Jγ ◦ 2)(x, t) (3.33)

with αγ defined in (2.27) and

2(x, t) = tanh{βm̂(x, t)} − βm̂(x, t) .

(3.34)

We observe that

0 6 x − tanhx 6 x2 and alsox − tanhx 6 x3/3 (3.35)

and we use the inequality

| tanhx − x| 6 x2 . (3.36)

After writing (3.33) in integral form, we get

|m̂(x, t)| 6 eαγ (t−tna)(p
γ
t−tna

◦ |m̂|)(x, tna) +
∫ t

tna

ds eαγ (t−s)(p
γ
t−s ◦ Jγ ◦ |βm̂|2)(x, s) . (3.37)

Let

S(t) = [γ −ζ−αan+d/2]−1 sup
x

φ?
n,γ (x)|m̂(x, t)| (3.38)

φ?
n,γ (x) =

{
φγ (x) if |x| 6 Rn,γ

φγ (Rn,γ ) otherwise .
(3.39)
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Then we have

S(t) 6 eαγ (t−tna)AS(tna) +
∫ t

tna

ds eαγ (t−s)γ −ζ−αan+d/2β2φγ (Rn,γ )−1BS(s)2 (3.40)

where

A = sup
x,t6tc

∑
y

p
γ
t (x, y)

φ?
n,γ (x)

φ?
n,γ (y)

B = sup
x,t6tc

∑
y,z

p
γ
t (x, y)Jγ (y, z)

φ?
n,γ (x)2

φ?
n,γ (z)2

. (3.41)

We next show that

A 6 c1 B 6 c1 . (3.42)

First of all we observe that for|x| 6 Rn,γ∑
|y|6Rn,γ

p
γ
t (x, y)

φγ (x)

φγ (y)
+

∑
|y|>Rn,γ

p
γ
t (x, y)

φγ (x)

φγ (Rn,γ )
6 c1

because we can bound the last factor by computingφγ at y, since|y| > Rn,γ andφγ is a
decreasing function.

For |x| > Rn,γ we have∑
|y|6Rn,γ

p
γ
t (x, y)

φγ (Rn,γ )

φγ (y)
+

∑
|y|>Rn,γ

p
γ
t (x, y) 6 1

using again the monotonicity ofφγ and the fact that
∑

y p
γ
t (x, y) = 1.

In an analogous way we prove the bounds onB. We then get from (3.40):

S(t) 6 eαγ (t−tna)c1S(tna) + β2c1γ
−ζ−αan+d/2λ−15b

∫ t

tna

ds eαγ (t−s)S(s)2 . (3.43)

By the definition ofm̃ and (3.31),S(tna) = ‖σ‖n,n,γ,a,ζ . Now suppose that there is a
first time T , tna 6 T 6 tNa, when

S(T ) = 2 eαγ (T −tna)c1‖σ‖n,n,γ,a,ζ . (3.44)

From equations (3.43) we then get

S(T ) 6 eαγ (T −tna)c1‖σ‖n,n,γ,a,ζ

+β2c1γ
−ζ−αan+d/2λ−15b

∫ T

tna

ds eαγ (T −s)[2 eαγ (s−tna)c1‖σ‖n,n,γ,a,ζ ]2 .

The last term can be bounded by (recall that by hypothesis,‖σ‖n,n,γ,a,ζ 6 C),

I ≡ β2c1γ
−ζ−αan+d/2λ−15b eαγ (T −tna)(4c1C)c1‖σ‖n,n,γ,a,ζ

∫ T

tna

ds eαγ (s−tna)

The factor

γ −ζ−αan+d/2λ−15b eαγ (T −tna) 6 γ −ζ−αan+d/2λ−15b eαγ (tNa−tna)

vanishes whenγ → 0, because|αγ − α| 6 cγ for some constantc, and becauseζ
satisfies (3.21). Then there isγ0 > 0, which depends onC, so that, forγ 6 γ0,

I < eαγ (T −tna)c1‖σ‖n,n,γ,a,ζ . (3.45)

We have thus reached a contradiction with the definition ofT , which therefore implies
that

S(t) 6 2 eαγ (t−tna)c1‖σ‖n,n,γ,a,ζ for all tna 6 t 6 tNa . (3.46)
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Recalling that|αγ − α| 6 cγ for a suitable constantc, we have, for allγ small enough,

2 eαγ (t−tna) 6 3 eα(t−tna) tna 6 t 6 tNa . (3.47)

We have thus completed the proof of (3.28).
To prove (3.29) we denote by2′ the expression in (3.34) witĥm replaced bym̂′ (defined

asm̂, but starting frommγ,t0(x, t |σ ′)). We then have (using that tanh2 x 6 x2),

|2(x, t) − 2′(x, t)| =
∣∣∣∣ ∫ βm̂′(x,t)

βm̂(x,t)

dz tanh2 z

∣∣∣∣ 6 |m̂′(x, t)3 − m̂(x, t)3|β3/3

6 β3|m̂′(x, t) − m̂(x, t)|(m̂′(x, t)2 + m̂(x, t)2
)
. (3.48)

Analogously to (3.38), we define

D(t) = [γ −ζ−αan+d/2]−1 sup
x

φ?
n,γ (x)|m̂(x, t) − m̂′(x, t)| (3.49)

and we obtain for a suitable constantc

D(t) 6 eαγ (t−tna)c1D(tna) + c[γ d/2−ζ eαtNa ]2λ−15b
∫ t

tna

ds eαγ (t−s)D(s) . (3.50)

Since the square bracket is infinitesimal asγ → 0, from (3.50) and (3.32) we get (3.29)
and the lemma is proved. �
Corollary 3.2.3. With the same notation as in lemma 3.2.2 and calling

Lγ (x, t) = mγ,tna
(x, t |σ) − mγ,tna

(x, t |σ ′)

we have for alltna 6 t 6 t(n+1)a

φh,γ (x)
∣∣Lγ (x, t) − e−(t−tna)Lγ (x, tna)

∣∣ 6 βγ d/2−ζ
(
3c1 eαt‖σ − σ ′‖n,n,γ,a,ζ + cγ k

)
. (3.51)

Moreover, for alln < q 6 N , h > q,

‖mγ,tna
(·, tqa|σ)‖h,q,γ,a,ζ 6 3c1‖σ‖n,n,γ,a,ζ + cγ k . (3.52)

Proof. We write

Lγ (x, t) = e−(t−tna)Lγ (x, tna) +
∫ t

tna

ds e−(t−s)[tanh{βm̃(x, s)} − tanh{βm̃′(x, s)}] .

We then use lemma 3.2.2 and in this way we prove (3.51). Equation (3.52) follows directly
from (3.28). �
Lemma 3.2.4.Using the same notation and hypothesis as in lemma 3.2.2, there is a constant
c′ so that for alltna 6 t 6 tNa

φh,γ (x)
∣∣mγ,tna

(x, t |σ) − eαγ (t−tna)(p
γ
t−tna

◦ σ)(x)
∣∣ 6 c′(2c1 eαγ tγ d/2−ζ‖σ‖n,n,γ,a,ζ + cγ k

)2
.

(3.53)

Proof. Let 2 be as in (3.34) and letm(x, t) stand formγ,tna
(x, t |σ). Then

m(x, t) = eαγ (t−tna)(p
γ
t−tna

◦ σ)(x) +
∫ t

tna

ds eαγ (t−s)(p
γ
t−s ◦ 2(·, s))(x) .

Let |x| 6 Rh,γ and letn < h′ < h, then, by (3.36), withm̃ as in (3.27),

(p
γ
t−s ◦ 2(·, s))(x) 6

∑
|y|6Rh′ ,γ

p
γ
t−s(x, y)[βm̃(y, s)]2 +

∑
|y|>Rh′ ,γ

p
γ
t−s(x, y) .
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The lemma then follows from lemma 3.2.2 and (3.10). �

Remarks. Using lemmas 3.2.4 and 3.1.3 we obtain the proof of the statements in
theorem 3.2.0 relative tot 6 tNa. In particular, (3.16) follows from (3.53) while the
proof of (3.19) follows from (3.53) observing that, by lemma 3.1.3, sinceq > n,

[λd/2γ −αaq+d/2]−1φh,γ (x)
∣∣ ∑

y

πγ (x, y) eαγ (tqa−tna)(p
γ
tqa−tna

◦ σ)(y)
∣∣ 6 cγ k

+φh,γ (x)
∑

|y|6Rn,γ

p
γ
tqa−tna

(x, y)φγ (y)−1

×φh,γ (y)

∣∣∣∣ ∑
z

πγ (y, z)[λd/2γ −αan+d/2]−1σ(z)

∣∣∣∣
and then using again lemma 3.1.3.

We conclude this subsection by studying the evolution in the time interval [tNa, tc], thus
completing the proof of theorem 3.2.0.

Using the notation of lemma 3.2.2, we define

Mγ (x, t) = eαγ (t−tNa)
∑

y

p
γ
t−tNa

(x, y)mγ,tna
(y, tNa|σ) tNa 6 t 6 tc . (3.54)

We then have:

Proposition 3.2.5. Let τ0 ∈ (0, τc) and a be any number such thatτ0 = na, n ∈ Z+, and
(N − n)a > α(τc − Na), N as in definition 3.1.1. Letζ satisfy (3.21). Then for anyC > 0
andh > n there isc so that for allσ ∈ Fγ,a,ζ (n, n, C), all tNa 6 t 6 tc and all |x| 6 Rh,x

|Mγ (x, t)| 6 cλd/2 eαtγ d/2φγ (x)−1 (3.55)∣∣mγ,tna
(x, t |σ) − Mγ (x, t)

∣∣ 6 [cλd/2 eαtγ d/2φγ (x)−1]3 (3.56)∣∣mγ,tna
(x, tc|σ) − Mγ (x, tc)

∣∣ 6 c[λ(d/2−16b)5 + �γ (x|σ)3] (3.57)

where

�γ (x|σ) = sup
γ |y−x|6(ln λ−2)2

sup
t−c 6s6tc

{eαγ (tc−s)|Mγ (y, s)|} t−c ≡ tc − (ln λ−2)2 . (3.58)

Remarks. Let n < h′ < h, then by lemma 3.1.3 for anyk there isc so that

φh,γ (x)
∣∣Mγ (x, t) − eαγ (t−tna)(p

γ
t−tna

◦ σ)(x)
∣∣ 6 cγ k + φh,γ (x) eαγ (t−tNa)

×
∑

|y|6Rh′ ,γ

p
γ
t−tNa

(x, y)
∣∣mγ,tna

(y, tNa|σ)

−eαγ (tNa−tna)(p
γ
tNa−tna

◦ σ)(x)
∣∣ .

By equation (3.56) and lemma 3.2.4 this proves (3.17). Since equation (3.16) has already
been proved and (3.18) follows directly from (3.15), proposition 3.2.5 completes the proof
of theorem 3.2.0.

The bounds (3.55) and (3.56) are optimal except close to the interface where the
magnetization is atypically small. In lemma 4.2.5 and proposition 4.2.6, where we study
the structure of the interfaces, we will in fact need the stronger estimate (3.57).

Proof. We write mγ (x, t) for mγ,tna
(x, t |σ) and setn < h1 < h2 < h3 < h. Since

(N − n)a > α(τc − Na), there areδ > 0 andc so that

e−(tNa−tna) 6 c eαtNa γ d/2+δ .
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Then by (3.53) and (3.15) there isc so that

φh1,γ (y)|mγ (y, tNa)| 6 c eαtNa γ d/2λd/2 (3.59)

equation (3.55) then easily follows using lemma 3.1.3 to bound the sum over|y| > Rh1,γ .
We call fγ (x, t) the solution of (2.22) fort > tNa and such thatfγ (x, tNa) =

mγ (x, tNa|σ) for all |x| 6 Rh1,γ , while, elsewhere,

|fγ (x, tNa)| 6 c eαtNa γ d/2λd/2λ−16b .

Then by (3.59) the above inequality holds everywhere. On the other hand, by the barrier
lemma, see (i) in lemma 3.2.1, for anyk > 0 there isck so that∣∣mγ (x, t) − fγ (x, t)

∣∣ 6 ckγ
k (3.60)

for all |x| 6 Rh2,γ and all tNa 6 t 6 t(N+1)a.
We then definef ±

γ (x, t) as the solutions of (2.22) fort > tNa and such that, for allx,

f ±
γ (x, tNa) = ±cλd/2γ −αaN+d/2λ−16b = ±cλd/2−16b eα(tc−tNa) . (3.61)

Thenf ±
γ (x, t) ≡ f ±

γ (t) for all t > tNa, they are thus independent ofx. We can then easily
integrate (2.22) obtaining

f ±
γ (x, t) = eαγ (t−tNa)f ±

γ (tNa) +
∫ t

tNa

ds eαγ (t−s) tanhβĴγ,0f
±
γ (s)

and using (3.36) there isc so that

|f ±
γ (x, t)| 6 cλd/2−16b e−α(tc−t) tNa 6 t 6 tc . (3.62)

Recall that by definition 3.1.2,d/2 > 16b. By the monotonicity properties of (2.22), see
(ii) in lemma 3.2.1,f −

γ (t) 6 fγ (x, t) 6 f +
γ (t), hence

|fγ (x, t)| 6 cλd/2−16b e−α(tc−t) |fγ (x, tc)| 6 cλd/2−16b . (3.63)

From equation (3.60) and (3.63) there is a constantc′ so that∣∣mγ (x, t)
∣∣ 6 c′λd/2−16b e−α(tc−t) for all |x| 6 Rh2,γ and tNa 6 t 6 tc . (3.64)

We have

mγ (x, t) − Mγ (x, t) =
∫ t

tNa

ds eαγ (t−s)(p
γ
t−s ◦ 2)(x, s) (3.65)

where

2(x, s) = tanh

{
β

∑
y

Jγ (x, y)mγ (y, s)

}
− β

∑
y

Jγ (x, y)mγ (y, s) . (3.66)

By equation (3.35)∣∣mγ (z, s) − Mγ (z, s)
∣∣ 6

∫ s

tNa

ds ′ eαγ (s−s ′) β
3

3

∑
z′

p
γ

s−s ′(z, z
′)

3∏
i=1

∑
z′
i

Jγ (z′, z′
i )|mγ (z′

i , s
′)| .

(3.67)

Let |z| 6 Rh3,γ , then by (3.64) for anyk there isc so that

∣∣mγ (z, s) − Mγ (z, s)
∣∣ 6 c

{
γ k + Ĵ 3

γ,0

2αγ

eαγ ta [c′ e−α(tc−s)λd/2−16b]3

}
. (3.68)
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Going back to (3.65), setting|x| 6 Rh,γ , we bound the last factor in (3.65) using (3.68)
and we get∣∣(pγ

t−s ◦ 2)(x, s)
∣∣ 6

∑
y

p
γ
t−s(x, y)

β3

3

3∏
i=1

{ ∑
zi

Jγ (y, zi)|Mγ (zi, s)|1(|zi | 6 Rh3,γ )

}
+c′′[e−α(tc−s)λd/2−16b]5 + cγ k . (3.69)

From equation (3.65) we then have for a suitable constantc∣∣mγ (x, tc) − Mγ (x, tc)
∣∣ 6 cλ(d/2−16b)5 + R (3.70)

where

R = β3

3

∫ tc

tNa

ds eαγ (tc−s)
∑

y

p
γ
tc−s(x, y)

3∏
i=1

∑
zi

Jγ (y, zi)|Mγ (zi, s)|1(|zi | 6 Rh3,γ ) . (3.71)

Let δ be as in lemma 4.3.5 supposing (without loss of generality) thatδ > 1. We then set

t (δ)c = tc − 1

2δ
(ln λ−2)2 .

Then, using (3.55),

R 6 β3

3

∫ t
(δ)
c

tNa

ds eαγ (tc−s)−3αγ (tc−s)λ3(d/2−16b) + β3

3

∫ tc

t
(δ)
c

e−2αγ (tc−s)�γ (x|σ)3

+β3

3
(ln λ−2)2 eαγ (tc−tNa)3 sup

t6tc−t
(δ)
c

∑
z

∑
γ |y|>(ln λ−2)2

p
γ
t (0, z)Jγ (z, y) . (3.72)

By lemma 4.3.5

sup
t6tc−t

(δ)
c

∑
γ |y|>(ln λ−2)2−1

p
γ
t (0, y) 6 c e−[(ln λ−2)2−1−δ(tc−t

(δ)
c )]

6 c e−(ln λ−2)2/2+1 . (3.73)

We have thus completed the bound onR which, inserted into (3.70), yields (3.57), therefore
the proposition is proved. �

3.3. Bounds on thev-functions

In this subsection we prove that spin configurations and solutions of (2.22) are close in the
sense of expectations. More precisely for any spin configurationσ , any t+ > 0, anyt > t+,
any integerk > 1, any subsetx of k elements inZd (we call Zdk

6= the collection of such
subsets), we define

vγ (x, t |σ, t+) = Eγ

σ,t+

( ∏
x∈x

[σ(x, t) − mγ,t+(x, t |σ)]

)
(3.74)

whereEγ

σ,t+ is the expectation of the process starting fromσ at time t+.
The main result in this subsection is:

Theorem 3.3.0.There areα? > α, a? > 0, δ > 0 and, for any integerk > 1, c so that

sup
σ

sup
x∈Zdk

6=

∣∣vγ (x, t |σ, 0)
∣∣ 6 c[γ d/2 eα?t ]k for all t 6 ta? . (3.75)
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Moreover, for alla > 0 small enough, allh > 0, all ζ as in (3.21), allC > 0, all
integersk > 1 and all integers0 6 n < N , (N as in definition 3.1.1) there existsc so that∣∣vγ (x, t + tna|σ, tna)

∣∣ 6 c[(1 + Cγ δ)γ d/2 eαt ]k 0 6 t 6 ta (3.76)

for all σ ∈ Fγ,a,ζ (n, n, C) and all subsetsx of k elements in{x ∈ Zd : |x| 6 Rn+h,γ }.
Remarks. In the course of the proof of theorem 3.3.0 we will compute the leading term
of the asymptotic expansion ofvγ as γ → 0. This result is needed in section 4 to prove
theorem 2.4.3.

Both bounds, (3.75) and (3.76), grow exponentially with time, the rate in (3.75) isα?

that is improved toα in (3.76) after restricting the initial configuration toFγ,a,ζ (n, n, C).
When k = 1 the v-function is just the difference betweenmγ,tna

(x, t |σ) and the
expectation ofσ(x, t). The former att = t(n+1)a has a factor growing as eαt(n+1)a , according
to theorem 3.2.0, while thev-function, according to (3.76), only grows like eαta . We thus
see that spin configurations and statistical solutions are much closer to each other than their
order of magnitude, provided thatγ is small enough andn > 0. This latter reflects the
statement in section 2 that after an initial time layer (here represented byta), the process is
essentially deterministic.

We use the technique based on the analysis of thev-functions, developped in [9]. We
recall in the definition below the main objects of our analysis and we refer to [13] for a
more general discussion on the use of thev-functions in hydrodynamical and kinetic limits.

Definition 3.3.1. The w functions.
For anyσ , wγ (x1, x2, t |σ), x1 6= x2, t > tna is defined as the solution of

dwγ (x1, x2, t |σ)

dt
=

∑
y 6=x2

kt (x1, y)wγ (y, x2, t |σ) +
∑
y 6=x1

kt (y, x2)w
γ (x1, y, t |σ) + κt (x1, x2)

(3.77)

wγ (x1, x2, tna|σ) = 0 for all x1 6= x2 (3.78)

where, writingmγ (x, t) for mγ,tna
(x, t |σ),

κt (x1, x2) = βJγ (x1, x2)
{

cosh−2{β(Jγ ◦ mγ )(x1, t)} + cosh−2{β(Jγ ◦ mγ )(x2, t)}
}

(3.79)

kt (x, y) = −1x=y + cosh−2{β(Jγ ◦ mγ )(x, t)}βJγ (x, y) (3.80)

with 1x=y being the Kronecker symbol. Notice that, viamγ , kt depends onσ .
Analogously we define wγ (x, y, t) as the solution of (3.77), (3.78) withkt (x, y) and

κt (x, y) corresponding tomγ (x, t) ≡ 0.
Finally, given anyk and anyx ∈ Zd2k we let

Wγ (x, t |σ) =
∑

{(i1,j1),...,(ik ,jk)}

k∏
`=1

wγ (xi` , xj`
, t |σ) x = (x1, . . . , x2k) (3.81)

where the sum is over all the partitions{(i1, j1), . . . , (ik, jk)} of {1, . . . , 2k} into k disjoint
pairs. We complete the definition of Wγ by setting it equal to 0 when|x| is odd. Analogously
we defineWγ (x, t) starting fromwγ (x, t).

In [9] it is proven that the main contribution tovγ comes fromwγ , the result is recalled
in proposition 3.3.3 below. We first study the behaviour of thewγ functions.

Lemma 3.3.2. Let a ∈ (0, τc) andζ satisfy (3.21). Then the following holds.
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(i) There areδ > 0 andc so that for anyn < N andh > n

|wγ (x1, x2, t(n+1)a|σ)| 6 c[1 + C2γ δ]γ d−2αaλd (3.82)

for all σ ∈ Fγ,a,ζ (n, n, C) and all

x1 6= x2 : |xi | 6 Rh,γ i = 1, 2 . (3.83)

(ii) Same bounds as in (1) hold for wγ (x1, x2, t). Moreover, for any positiveζ ′ < d

there is a > 0 sufficiently small so that the following holds. There is a function
8(|r|) ∈ L1(Rd , R+), such that for allt 6 ta,∣∣∣∣wγ (x1, x2, t) −

∫ t

0
ds e2αs

(
(pγ

s × pγ
s ) ◦ 2βJγ

)
(x1, x2)

∣∣∣∣ 6 (λγ )d−ζ ′
8(λγ |x1 − x2|)

(3.84)

wherep
γ
s ×p

γ
s denotes the product probability ofp

γ
s with itself, thus being the transition

probability of two independent random walks, each with transition probabilityp
γ
s .

Proof. We start by proving (i). We set

(Jγ ◦ wγ )1(x, t |σ) =
∑
y1

Jγ (x1, y1)w
γ (y1, x2, t |σ) x = (x1, x2) . (3.85)

Analogously we define(Jγ ◦ wγ )2(x, t |σ).
Notice that ifx1 andx2 are suitably close, then the sum on the right-hand side of (3.85)

contains terms of the formwγ (x, x, t |σ) not yet defined. We do it now by setting

d

dt
wγ (x, x, t |σ) = 2

∑
y 6=x

kt (x, y)wγ (x, y|σ) + 2βJγ (x, x) cosh−2 β
{
(Jγ ◦ mγ )(x, t |σ)

}
.

For x ∈ Zd2 we have, in analogy with (3.33),

dwγ

dt
= 2αγ wγ + βJγ (x1, x2)

2∑
i=1

[cosh{β(Jγ ◦ mγ )(xi, t)}]−2

+β

2∑
i=1

[(Jγ ◦ wγ )i − Ĵγ,0wγ ] + Rγ (3.86)

where

Rγ (x, t) = −βJγ (x1, x2)[w
γ (x1, x1, t |σ) + wγ (x2, x2, t |σ)]

+
∑
y 6=x2

[
cosh−2{(Jγ ◦ mγ )(x1, t)} − 1

]
Jγ (x1, y)wγ (y, x1|σ)

+
∑
y 6=x1

[
cosh−2{(Jγ ◦ mγ )(x2, t)} − 1

]
Jγ (x2, y)wγ (y, x2|σ) . (3.87)

We then have

wγ (x, t |σ) =
∫ t

tna

ds e2αγ (t−s)
(
(p

γ
t−s × p

γ
t−s) ◦ [φγ + Rγ ]

)
(x)

φγ (y1, y2, s) = βJγ (y1, y2)

2∑
i=1

cosh−2{(Jγ ◦ mγ )(yi, s)}
(3.88)

where (p
γ
t−s × p

γ
t−s) denotes the product probability ofpγ

t−s with itself, thus being the
transition probability of two independent random walks, each with transition probability
p

γ
t−s .
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In section 4.3 we shall prove that there is a constantc(1) so that for allt 6 ta

sup
x∈Zd2

∣∣((pγ
t × p

γ
t ) ◦ βJγ

)
(x)

∣∣ 6 c(1)

(1 + t)d/2
γ d . (3.89)

On the other hand, ifa is small enough then by (2.26) of [9], there arec(2) andζ < d so
that

|wγ (x, t |σ)| 6 c(2)γ d−ζ (3.90)

for all tna 6 t 6 t(n+1)a and allx ∈ Zd2
6= , (but the result easily extends to allx = (x, x), if a

is small enough). To bound the last two terms in (3.87) we use (3.46), (see equations (3.38),
(3.31), (3.32) for notation), to conclude that if|x| 6 Rh′,γ , n < h′ < h, then∣∣ cosh−2{β(Jγ ◦ mγ )(xi, t)} − 1

∣∣ 6 c(3)
[
2βc1C eαγ (t−tna)λ−16γ −ζ−αan+d/2

]2
(3.91)

wherec(3) is such that

| cosh−2 βx − 1| 6 c(3)x2 .

From equation (3.88) we have that for|xi | 6 Rh,γ , i = 1, 2,

|wγ (x, t |σ)| 6 I1 + I2 (3.92)

where

I1 :=
∫ t

tna

ds e2αγ (t−s) 2c(1)

(1 + (t − s))d/2
γ d (3.93)

I2 :=
∫ t

tna

ds e2αγ (t−s)2βγ d−ζ
{

sup
x1,x2

|Jγ (x1, x2)|c(2) + c(3)
[
2βc1Cλ−16γ −ζ−αa(n+1)+d/2

]2
c(2)

+ sup
|x|6R′′

n,γ

sup
|y|>R′

n,γ

p
γ
t−s(x, y)Ĵγ,0c

(2)
}
. (3.94)

We sett = t(n+1)a in (3.92) and start by the first integral: calling

t ′na = tna + 1
2aλ−2

we have∫ t(n+1)a

tna

ds e2αγ (t(n+1)a−s) 1

(1 + t(n+1)a − s)d/2
6

∫ t ′na

tna

ds e2αγ (t(n+1)a−s) 1

(a/2λ−2)d/2

+
∫ t(n+1)a

t ′na

ds e2αγ (t(n+1)a−s) 6 1

2αγ

[
2d/2 e2αγ ta

(a/2λ−2)d/2
+ eαγ ta

]
6 c̄

[
γ −2αaλd + γ −αa

]
.

The first term on the right-hand side of (3.92) is thus bounded by the right-hand side
of (3.82), for a suitable value of the constantc.

The first term on the right-hand side of (3.94) is bounded by

1

2αγ

γ −2αγ a2βγ d‖J‖∞c(2)γ d−ζ

hence it is also bounded by the right-hand side of (3.82). The second term on the right-hand
side of (3.94) is bounded by

2β
1

2αγ

γ −2αγ a2c(3)
[
2βc1Cλ−16γ −2ζ−αaN+d/2

]2
γ d−ζ

which is also bounded in agreement with (3.82).
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Finally by lemma 3.1.3 also the last term in (3.94) is bounded by the right-hand side of
(3.82), for a suitablec, hence the proof of (i) is completed.

Proof of (2). In this case we have (compare with (3.86) and (3.87))

dwγ

dt
= 2αγ wγ + 2βJγ (x1, x2) + β

2∑
i=1

[(Jγ ◦ wγ )i − Ĵγ,0wγ ]

−βJγ (x1, x2)[w
γ (x1, x1, t) + wγ (x2, x2, t)] . (3.95)

Using arguments similar to those used previuosly, it is not difficult to prove (3.84). The
prove of the lemma is thus completed. �

We define for anyt > 0 and anyx ∈ Zdk
6=

vγ (x, t) = Eγ
µ0

( ∏
x∈x

σ (x, t)

)
(3.96)

whereEγ
µ0 is the expectation of the process starting fromµ0 at time 0.

Proposition 3.3.3. For any ζ ′ > 0 there isa > 0 sufficiently small such that for all integer
k there isck so that for allt ∈ [0, ta]

sup
x∈Z(2k+1)d

6=

(γ λ)−(k+ 1
2 )d |vγ (x, t)| 6 ckγ

ζ ′
sup

x∈Z2kd
6=

(γ λ)−kd |vγ (x, t) − Wγ (x, t)| 6 ckγ
ζ ′

(3.97)

wherevγ (x, t) is defined in (3.96) andWγ (x, t) in definition 3.3.1. The same inequalities
hold for vγ (x, t |σ, tna) and Wγ (x, t |σ) with t ∈ [tna, t(n+1)a] and σ ∈ Fγ,a,ζ (n, n, C), the
parameters as in theorem 3.3.0.

Proof. The proof of (3.97) follows from theorem 2.6, lemmas 4.1 and 4.2 of [9]. We omit
the details. �

Proof of theorem 3.3.0. The inequality (3.75) is proven in theorem 2.2 of [9]. From
proposition 3.3.3 and lemma 3.3.2 it is not difficult to prove (3.76). Notice that from (3.75)
it follows that, for anyζ ′ > 0 there isa sufficiently small such that for allk there isck so
that for all x ∈ Zkd

6=

sup
t∈[tna ,t(n+1)a ]

sup
σ

|vγ (x, t |σ)| 6 ckγ
(d−ζ ′) k

2 . (3.98)

�

3.4. The process until timetc

In this subsection we improve the relation between spin trajectories and statistical solutions
of (2.22) in two ways: by proving that the (empirical averages of the) two are close in
probability and by extending the analysis to intervals longer thanta.

More precisely, givent > 0, we set

Kγ,t = max{e−αtγ −d/2, 1} (3.99)

and, givena ∈ (0, τc), we call nt the integern such thatt(n−1)a < t 6 tna. Then, givenb0

andh positive we set

Rt,γ,h = Rnt ,γ − hγ −1 (3.100)
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and define forf : Zd → R

A?
γ,t,a,b0,h

(f ) = sup
|x|6Rt,γ,h

Kγ,t

1

|Bγ,x |
∣∣∣∣ ∑

y∈Bγ,x

f (y)

∣∣∣∣ Bγ,x = {|y − x| 6 γ −b0} . (3.101)

The main result in this subsection is

Theorem 3.4.0. For any τ0 ∈ (0, τc) there isδ > 0 so that the following holds. For all
a > 0 small enough and such thatτ0 = na, n ∈ Z+, and, givena, for all ζ andb′

0 = (1−b0)

both positive and small enough, for allh, C, k positive there isc so that for allγ > 0 and
all σ ∈ Fγ,a,ζ (n, n, C)

Pγ
σ,tn0a

(
sup

tna6t6t(N+2)a

A?
γ,t,a,b0,h

(
σ(·, t) − mγ,tn0a

(·, t |σ)
)

> γ δ

)
6 cγ k (3.102)

whereN is as in definition 3.1.1.

Remarks. In equation (3.102),σ(·, t) andmγ,tn0a
(·, t |σ) are close to each other over times

that exceedtc. The proof exploits (3.75) that holds for arbitrary initial spin configurations
that may not be small in the sense of the seminorms of definition 3.1.2.

In the next subsection we will show that the probability ofFγ,a,ζ (n, n, C) goes to 1 as
γ → 0: such a result, together with theorem 3.4.0 and theorem 3.2.0, will then complete
the proof of theorem 2.3.3.

Lemma 3.4.1. For any a ∈ (0, τc) sufficiently small the following holds. LetN be as in
definition 3.1.1 and0 6 n < N . Let δ andζ be both positive and

δ < ζ − (α? − α)a + αan . (3.103)

Then for anyk > 0 there isc so that for all spin configurations

Pγ
σ,tna

(‖σ(·, t(n+1)a) − mγ,tna
(·, t(n+1)a|σ)‖n+1,n+1,γ,a,ζ > γ δ

)
< cγ k . (3.104)

Moreover, for anyC, k, anyζ > 0 small enough and any0 < δ′ < ζ , there isc so that for
all ‖σ‖n,n,γ,a,ζ 6 C,

Pγ
σ,tna

(‖σ(·, t(n+1)a) − mγ,tna
(·, t(n+1)a|σ)‖n+1,n+1,γ,a,ζ > γ δ′)

< cγ k . (3.105)

Proof. Let

σ̃ (x) = σ(x, t(n+1)a) − mγ (x, t(n+1)a|σ) . (3.106)

Setting

ε = δ − ζ − αa(n + 1) + d/2 > 0 (3.107)

and using the Chebishev inequality we have, for any positive integer`.

Pγ
σ,tna

(|(Jγ ◦ σ̃ )(x)| > γ ε
)

6 γ −2ε`
∑

y∈Z2d`

[ 2∏̀
i=1

Jγ (x, yi)

]
Eγ

σ,tna

(
σ̃ (y1) · · · σ̃ (y2`)

)
. (3.108)

By distinguishing the setsy ∈ Z2d`
6= from the others, we obtain, using (3.75),

6 max
{
c(γ, `)γ (d−2ε)`; [eα?aγ d/2−ε ]2`

}
wherec(γ, `) is a bounded function of its arguments (that may be bounded in terms of the
sup of J (|r|) and of a combinatorial factor). Then there isδ′ > 0 so that, for a suitable
constantc

Pγ
σ,tna

(
|(Jγ ◦ σ̃ )(x)| > γ ε

)
6 cγ δ′` . (3.109)
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Then

Pγ
σ,tna

(
‖σ(·, t(n+1)a) − mγ (·, t(n+1)a|σ)‖n+1,n+1,γ,a,ζ > γ δ

)
6 [2Rn+1,γ + 1]d sup

|x|6Rn+1,γ

Pγ
σ,tna

(|(Jγ ◦ σ̃ )(x)| > γ ε
)
.

By equation (3.109) and the arbitrarity of` we then obtain (3.104).
The same proof works as for (3.105) provided we use (3.76) instead of (3.75), the

lemma is therefore proved. �

Corollary 3.4.2.
For anyτ0 ∈ (0, τc) and for anya > 0 such thatτ0 = n0a, n0 ∈ Z+, and so small that

0 < δ < ατ0 − (α? − α)a (3.110)

the following holds. Letζ < δ be as in (3.21). Then for anyCn0 there areCn, n0 < n 6 N ,
and for anyk, c so that for allγ > 0 and for all ‖σ‖n0,n0,γ,a,ζ 6 Cn0,

Pγ
σ,tn0a

(‖σ(·, tna)‖n,n,γ,a,ζ > Cn

)
< cγ k (3.111)

Pγ
σ,tn0a

(‖σ(·, tna) − mγ,tn0a
(·, tna|σ)‖n,n,γ,a,ζ > γ δ

)
< cγ k . (3.112)

If, moreover,|||σ |||n0,n0,γ,a 6 Cn0, for any0 6 h < 1

Pγ
σ,tn0a

(
σ(·, tna) ∈ Fγ,a,ζ (n + h, n, Cn)

)
> 1 − cγ k . (3.113)

Proof. By lemma 3.4.1, lettingδ as in (3.110), we have forn > n0

Pγ
σ,tn0a

(‖σ(·, tna) − mγ,t(n−1)a
(·, tna|σ(·, t(n−1)a)‖n,n,γ,a,ζ > γ δ

)
6 cγ k . (3.114)

We call

H(n, γ ) =
n−n0−1∑

i=0

(3c1)
i2γ δ + (3c1)

n−n0Cn0 H(n0, γ ) = Cn0

and, using (3.114), we will show, by induction onn, that

Pγ
σ,tn0a

(‖σ(·, tna)‖n,n,γ,a,ζ 6 H(n, γ )
)

> 1 − (n − n0)cγ
k (3.115)

that implies (3.111). To prove (3.115) we first observe that by (3.52), for allγ small enough,
we have that in the set{‖σ(·, t(n−1)a)‖n−1,n−1,γ,a,ζ 6 H(n − 1, γ )}
‖mγ,t(n−1)a

(·, tna|σ(·, t(n−1)a)
)‖n,n,γ,a,ζ 6 3c1‖σ(·, t(n−1)a)‖n−1,n−1,γ,a,ζ + γ δ

so that, by (3.114), the left-hand side of (3.115) is> Pγ
σ,tn0a

(A) − cγ k where

A := {
2γ δ + 3c1‖σ(·, t(n−1)a)‖n−1,n−1,γ,a,ζ 6 H(n, γ )

}⋂ {‖σ(·, t(n−1)a)‖n−1,n−1,γ,a,ζ 6 H(n − 1, γ )
}
.

By the choice ofH(n, γ ),

A = {‖σ(·, t(n−1)a)‖n−1,n−1,γ,a,ζ 6 H(n − 1, γ )
}
.

By the induction hypothesis we then get (3.115) and (3.111) is therefore proven.
To prove (3.112) we use the relation

‖mγ,t(n−1)a
(·, tna|σ(·, t(n−1)a) − mγ,tn0a

(·, tna|σ)‖n,n,γ,a,ζ

6 3c1‖σ(·, t(n−1)a) − mγ,tn0a
(·, t(n−1)a|σ)‖n−1,n−1,γ,a,ζ + γ δ (3.116)
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which follows from (3.53) forγ small enough and when the right-hand side is bounded
uniformly in γ . We then have, by an argument analogous to the previous one:

Pγ
σ,tn0a

(
‖σ(·, tna) − mγ,tn0a

(·, tna|σ)‖n,n,γ,a,ζ >

n−n0−1∑
i−0

(3c1)
i2γ δ

)
6 (n − n0)cγ

k (3.117)

which proves (3.112).
By equation (3.112) and recalling (3.13), there isδ′ > 0 so that, for allγ small enough,

Pγ
σ,tn0a

(|||σ(·, tna)|||n+h,n,γ,a 6 Cn

)
> Pγ

σ,tn0a

(|||mγ,tn0a
(·, tna|σ)|||n+h,n,γ,a 6 Cn − γ δ′) − cγ k .

By equation (3.29), if|||mγ,tn0a
(·, t(n−1)a|σ)|||n−1,n−1,γ,a < C, then

φn,γ (x)|mγ,tn0a
(x, tna|σ)| 6 eαγ ta

∣∣(pγ
ta ◦ mγ,tn0a

(·, t(n−1)a|σ)
)
(x)

∣∣φn,γ (x)

+c′(2c1 eαγ tna γ d/2−ζ‖mγ,tn0a
(·, t(n−1)a|σ)‖n,n−1,γ,a,ζ + cγ k

)2
(3.118)

which implies

|||mγ,tn0a
(·, tna|σ)|||n,n,γ,a 6 |||mγ,tn0a

(·, t(n−1)a|σ)|||n−1,n−1,γ,a + c′′ .

Thus

Pγ
σ,tn0a

(|||mγ,tn0a
(·, tna|σ)|||n,n,γ,a 6 Cn − γ δ′)

> Pγ
σ,tn0a

(|||mγ,tn0a
(·, t(n−1)a|σ)|||n−1,n,γ,a 6 Cn − γ δ′ − c′′) .

Defining Cn = Cn−1 + c′′ and iterating the above procedure we then prove (3.113), thus
completing the proof of the corollary. �

Proof of theorem 3.4.0. It is enough to prove (3.102) separately whentna 6 t 6 t(n+1)a,
n < N , and whentNa 6 t 6 t(N+2)a. We begin with the former and, givenn < N , we
considertna 6 t 6 t(n+1)a and write

σ(x, t) − mγ,tn0a
(x, t |σ) = [σ(x, t) − mγ,tna

(
x, t |σ(·, tna)

)
] + Lγ (x, t) (3.119)

Lγ (x, t) = mγ,tna

(
x, t |σ(·, tna)

) − mγ,tn0a
(x, t |σ) . (3.120)

By equation (3.51)

A?
γ,t,a,b0,h

(
Lγ (·, t)) 6 A?

γ,t,a,b0,h

(
σ(·, tna) − mγ,tn0a

(·, tna|σ)
)

+cγ −ζ‖σ(·, tna) − mγ,tn0a
(·, tna|σ)‖n,n,γ,a,ζ + cγ k .

We chooseζ < δ, δ satisfying (3.110), so that, by (3.112),

Pγ
σ,tn0a

(
sup

tna6t6t(n+1)a

A?
γ,t,a,b0,h

(
Lγ (·, t)) 6 γ δ

)
> Pγ

σ,tn0a

(
A?

γ,tna,a,b0,h

(
σ(·, tna) − mγ,tn0a

(·, tna|σ)
)

6 2γ δ

)
− cγ k .

Recalling (3.119) and using an inductive argument, we reduce the proof for showing that
for any n0 6 n < N :

Pγ
σ,tn0a

(
sup

tna6t6t(n+1)a

A?
γ,t,a,b0,h

(
σ(·, t) − mγ,tna

(·, t |σ(·, tna)
))

> γ δ

)
6 cγ k . (3.121)
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To prove (3.121) we will use the following criterion. Givenγ > 0 and t > 0, let
fγ,t : {−1, 1}Zd → R+ depend only on less thanγ −k0, k0 > 0, spins of the configurationσ
and suppose also that there isδ0 > 0 so that for allγ > 0 small enough

sup
σ∈{−1,1}Zd

sup
x∈Zd

∣∣fγ,t (σ
x) − fγ,t (σ )

∣∣ 6 γ δ0 . (3.122)

Lemma 3.4.3. Let fγ,t be as above. Suppose that there areδ1 ∈ (0, δ0), an intervalTγ in
[0, γ −k1], for somek1 > 0, and, for anyk, c so that, denoting byP γ the law of the process
in Tγ with some, unspecified, initial condition

sup
t∈Tγ

P γ
(
fγ,t (σ (·, t)) > γ δ1

)
6 cγ k . (3.123)

Then for anyk there isc′
k so that

P γ

(
sup
t∈Tγ

fγ,t (σ (·, t)) > γ 2δ1

)
6 c′

kγ
k . (3.124)

We omit the proof of this elementary lemma and refer to the proof of proposition 4.6
in [8] for a similar statement. For the reader convenience we give however a short outline
of the proof.

Outline of the proof. We divide the time interval [0, Tγ ] into equal subintervals that are
sufficiently short. They are such that the probability of the following setB is smaller than
c′′
kγ

k, for any givenk. B is the set where in some of the subintervals at least two spins flip,
among those on whichfγ depends. By our assumptions we can make the number of such
subintervals grow only like some power ofγ −1. Here we have also used that the spin flip
intensity is bounded.

Then with large probability we may reduce to trajectories where there is at most one
‘relevant’ spin flip in each subinterval. Recalling (3.122) and sinceδ1 < δ0, the proof of
(3.124) follows from the assumption (3.123). �

We take

fγ,t = ∣∣A?
γ,t,a,b0,h

(
σ(·, t) − mγ,tna

(·, t |σ)
)∣∣

andTγ = [tna, t(n+1)a]. The variation offγ,t due to a spin flip is bounded by

2γ −d/2γ αa[c(d)γ −b0d ]−1

where the square bracket is the volume ofBγ,x . Choosingb0 close enough to 1, there is
δ0 > 0 so that

2γ −d/2γ αa[c(d)γ −b0d ]−1 6 γ δ0 .

The spins on whichfγ,t depends are contained inRM,γ , with M fixed and large enough.
Thus we can takek0 = 2d, (for γ small enough). To prove (3.121) we thus need to check
(3.123) withP γ = P

γ
σ,tna

. Given t ∈ [tna, t(n+1)a], we have

Pγ
σ,tna

(∣∣A?
γ,t,a,b0

(
σ(·, t) − mγ,tna

(·, t |σ)
)∣∣ > γ δ

)
6 sup

x∈RM,γ

c(R?
n+1,γ )dPγ

σ,tna

(∣∣Aγ,x

(
σ(·, t) − mγ,tna

(·, t |σ)
)∣∣ > K−1

γ,t γ
δ
)
. (3.125)

We bound the probability using the Chebishev inequality with power 2k and obtain the
bound:

c[Kγ,tγ
−δ]2k max

{
[γ d/2 eα(t−tna)]2k; |Bγ,x |−k

}
(3.126)
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wherec is a suitable constant. This term is bounded by

c′ max
{
e−αtna γ −δ]2k; [γ d/2−αna−δγ (db0)/2]2k

}
(3.127)

(the second term is obtained by computingKγ,t at t = tna that gives an upper bound. We
thus see that given anya > 0, by choosingδ > 0 small enough andb0 close enough to 1
we may bound (3.127) asc′′ e−Bk with B > 0. This concludes the proof of (3.121).

To complete the proof of theorem 3.4.0 we need to consider the time intervaltNa 6 t 6
t(N+2)a. We use again (3.119) and 3.120 withn = N . We have

Lγ (x, tNa) = σ(·, tNa) − mγ,tn0a
(x, tNa|σ) |x| 6 RN+h,γ . (3.128)

We have already proven that this term is bounded byγ δ with probability larger than 1−cγ k.
In section 4 of [8] it is proven that if (3.128) holds then there area′, h′ andδ′ positive so
that for |x| 6 RN+h′,γ

sup
tNa6t6t(N+2)a

A?
γ,t,a,b0,h

(
Lγ (·, t)) 6 e−αtNa γ −d/2+δ′

= eα(tc−tNa)γ δ′ 6 eαta γ δ′ 6 γ δ′′

with δ′′ > 0 for a small enough.
It thus remain to consider the first term on the right-hand side of (3.119), withn + N .

This is dealt with exactly like whenn < N , provided 2a < a?, a? as in theorem 3.3.0. We
have thus completed the proof of theorem 3.4.0. �

3.5. Probability estimates on the seminorms

In this subsection we will prove the following:

Theorem 3.5.0. For any a ∈ (0, τc), any0 6 n 6 N , N as in definition 3.1.1, anyC > 1
and anyk > 0 there isc so that

P γ
µ0

({σ(·, tna) ∈ Fγ,a,ζ (n, n, C)}) > 1 − cC−k . (3.129)

By theorems 3.2.0 and 3.4.0, ifσ ∈ Fγ,a,ζ (1, 1, C), then it is also inFγ,a,ζ (n, n, C ′),
1 6 n 6 N , with probability larger than 1−cγ k, if C ′ is suitably large. The whole problem
is therefore the proof of (3.129) withn = 1. The special role played by the valuen = 1
has already been remarked after theorem 3.4.0.

We will easily see that (3.129) holds whenn = 0 and indeed we will show that it is
possible to replace the measureµ0 by one supported by the single configurationσ , provided
σ ∈ Fγ,a,ζ (0, 0, C), for someC.

Let

X(x) = (πγ ◦ σ̃ )(x, ta) σ̃ (x, ta) = σ(x, ta) − mγ (x, ta|σ) (3.130)

and consider the process starting fromσ at time 0, (callPγ
σ its law). We suppose that

σ ∈ Fγ,a,ζ (0, 0, C) (3.131)

with C independent ofγ . Calling

0 = λd/2γ −αa+d/2 (3.132)

we have

Lemma 3.5.2. For anyk there isc so that for anyC > 0, u > 1 and all σ ∈ Fγ,a,ζ (0, C)

Pγ
σ

(|X(x)| > u0
)

6 c[1 + C2kγ δ]u−k for all x ∈ Zd . (3.133)
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Proof. As in the proof of lemma 3.4.1 we get

Pγ
σ

(|X(x)| > u0
)

6 (u0)−2`
∑

y∈Zd2`

[ 2∏̀
i=1

πγ (x, yi)

]
Eσ

( 2∏̀
i=1

σ̃ (x, yi)

)
6 (u0)−2` max

{
c(γ, `)γ d`; [c{1 + Cγ δ}0]2`

}
(3.134)

which proves the lemma. �
The bound (3.133) is inadequate to bound|||σ̃ |||1,1,γ , because of the sup involved in

the definition of the seminorm. When the process starts at timetna, n > 1, then we gain
a factorγ δ′`, δ′ > 0, see equation (3.109), by which we control the sup over regions with
γ −k sites, for arbitraryk, after choosing̀ large enough. Here we do not have any extra
power ofγ from the estimate (3.133), and we cannot repeat the previous proof. We then
use an argument from [14, 20].

Let

Lγ = (λγ )−1 Zd
γ = {Lγ x, x ∈ Zd} (3.135)

then, by (3.133), for allσ ∈ Fγ,a,ζ (0, 0, C)

Pγ
σ

(
sup
x∈Zd

γ

ψ1,γ (x)
∣∣X(x)

∣∣ > u0

)
6

∑
x∈Zd

1(Lγ |x| 6 R1,γ )Pγ
σ

(∣∣X(Lγ x)
∣∣ > 0u(1 + |x|)b)

6
∑
x∈Zd

c[1 + C2kγ δ]u−k(1 + |x|)−bk (3.136)

(recall thatψ1,γ (x) = 0 if |x| > R1,γ ). For k large enough the series converges, hence

Pγ
σ

(
sup
x∈Zd

γ

ψ1,γ (|x|) ∣∣X(x)
∣∣ > 0u

)
6 c[1 + C2kγ δ]u−k (3.137)

with c a suitable constant.
To have the sup also overx ∈ Zd \ Zd

γ , we use (3.137) and an estimate on the variation
of σ̃ in cubes of sideLγ . For anyx = (x1, . . . , xd) ∈ Zd

γ let

3x = {y ∈ Zd : xi 6 yi 6 xi + Lγ , i = 1, . . . , d} . (3.138)

We will control the variations of̃σ in 3x by a Sobolev-like inequality, with an integral
norm involving σ̃ and its ‘derivatives’.

We explain the idea in the continuum with true derivatives. Let50,R, R ∈ Rd , be
the parallelepiped inRd with extreme points 0 andR; i.e. the set of pointsr such that
0 6 ri 6 Ri , we are supposing that allRi > 0. Let f ∈ Cd(Rd) and denote by

f (J ) = ∂ |J |f
∂xj1 . . . ∂xj`

J = (j1, . . . , j`) j I = {1, . . . , d} . (3.139)

We define(rJ , 0) as the elementr ′ ∈ Rd such thatr ′
i = ri for all i ∈ J and 0 otherwise.

We then set

1J = {(rJ , 0) : (rJ , 0) ∈ 50,R} (3.140)

and we have,R = (R1, . . . , Rd) below,

f (R) − f (0) =
∑

∅6=JjI

∫
drJ 1((rJ , 0) ∈ 1J )f (J )((rJ , 0)) (3.141)

equation (3.141) can be proven.
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Proof of (3.141). The proof is by induction ond, being obviously true ford = 1. We then
suppose it true ford − 1 and prove it ford. We write

f (R) − f (R1, . . . , Rd−1, 0) =
∫ Rd

0
dr f ({d})(R1, . . . , Rd−1, r) .

We then use the induction assumption on the functions:

g(R1, . . . , Rd−1) := f (R1, . . . , Rd−1, 0) and, given

r, h(R1, . . . , Rd−1) := f ({d})(R1, . . . , Rd−1, r)

and obtain (3.141). �

The identity (3.141) holds in the discrete case a well. Letf (x), x ∈ Zd , and first define

f (i)(x) = (λγ )−1[f (x + ei) − f (x)] ei = (δj,i , j = 1, . . . , d) (3.142)

and thenf (J ), by an iterative procedure.50,y , (xJ , 0) and 1J are defined as in the
continuous case. We set∫

dxJ f ((xj , 0)) = L−|J |
γ

∑
xJ

f ((xj , 0)) . (3.143)

We then have, withy+ = (yi + 1, i = 1, . . . , d),

f (y+) − f (0) =
∑

∅6=JjI

∫
dxJ 1((xj , 0) ∈ 1J )f (J )((xj , 0)) . (3.144)

We will bound the integrals on the right-hand side by using the Cauchy Schwartz inequality.
We thus set forx ∈ Zd

γ :

Nγ,x(f )2 =
∑

∅6=JjI

∫
dyJ 1

(
(yj , 0) ∈ 1J (x)

)
[f (J )((yJ , 0))]2 (3.145)

where the set1J (x) is the set1J corresponding to the cube3x . From equation (3.144)
we then have

sup
y∈3x

|f (y) − f (x)| 6 cNγ,x(f ) (3.146)

wherec2 bounds the ‘integrals’ over1J (x) of dxJ , for all J . We next prove the following:

Lemma 3.5.3. With the above notation, given anyC > 0 and anyk > 0 there isc so that
for anyσ satisfying (3.131)

Pγ
σ

(
sup
x∈Zd

γ

φ1,γ (|x|)Nγ,x(X(·)) > u0

)
6 c[1 + C2kγ δ]u−k (3.147)

for all u > 1, (X(x) being defined in (3.130)).

Proof. The basic ingredient of the proof is the following estimate onπγ which is proven
in lemma 4.3.7: letπγ (x) ≡ πγ (0, x), then

(πγ )(J )(x) 6 (λγ )dP (λγ |x|) (3.148)

whereP(|x|) satisfies∫
dr P (|r|) < ∞ sup

r

P (|r|) < ∞ .
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As in lemma 3.5.2, we have

Pγ
σ

(
Nγ,x(X(·)) > u0

)
6 (u0)−2`

∑
J1...J`

∏̀
i=1

∫
dzi

Ji
1((zi

Ji
, 0) ∈ 1Ji

(x))

×
∑

y

[ ∏̀
i=1

(πγ )(Ji )(y2i − xi)(π
γ )(Ji )(y2i+1 − xi)

]
Eσ

(
σ̃ (y1) . . . σ̃ (y2`)

)
(3.149)

wherey = (y1, . . . , y2`) andxi = (zi
Ji
, 0). As before the leading term is wheny ∈ Zd2`

6= and
since the integral is finite, recall the definition (3.143), we obtain an estimate as in (3.133).
We then conclude the proof of the lemma, proceeding like in the proof of (3.137), we omit
the details. �

In the next lemma we complete the bounds on the seminorms.

Lemma 3.5.4. For anyk > 0 there isc so that for allu > 1:

µ0
(
Fγ,a,ζ (0, 0, u)

)
> 1 − cu−k (3.150)

and for all σ ∈ Fγ,a,ζ (0, C) andγ small enough

Pγ
σ

(|||σ̃ |||1,1,γ,a > u
)

6 c[1 + C2kγ δ]u−k . (3.151)

More precisely,

P γ
σ

(|||σ |||1,1,γ,a > 3c1u
)

6 c[1 + C2kγ δ]u−k P γ
σ

(‖σ‖1,1,γ,a,ζ > 4c1C
)

6 cγ k (3.152)

Proof. Equation (3.151) is an obvious corollary of (3.133) and (3.147). The first inequality
in (3.152) follows from (3.151) and (3.19). The second inequality in (3.152) follows from
(3.105) and (3.52).

In the proof of (3.150) the bound on‖σ‖0,0,γ is easy and it is omitted. To bound the
probability that|||σ |||0,0,γ > u we use the same procedure as in lemmas 3.5.2 and 3.5.3.
The bounds on thew andv functions are not necessary here because we know the measure
explicitly (µ0), which is a product measure. Except for such a simplifying feature the proof
is unchanged and it is omitted. �

We conclude this subsection by proving a bound needed in section 4, namely (4.26).

Lemma 3.5.5. For anya ∈ (0, τc) small enough there isδ? > 0 and for all n < q 6 N , all
ζ > 0 small enough, allC and all k there isc so that for allσ ∈ Fγ,a,ζ (n, n, C)

Pγ
σ,tna

(|||σ(·, tqa) − mγ (·, tqa|σ)|||q,q,γ,a > γ δ?) 6 cγ k . (3.153)

Proof. Equation (3.153) follows from (3.112) and (3.13). �

3.6. Proof of theorems 2.3.2 and 2.3.3

Proof of theorem 2.3.2. To prove (2.34) we takea > 0 small enough and distinguish
τ 6 a from τ > a. In the former case we use the Chebishev inequality as in the proof
of lemma 3.4.1. and then proposition 3.3.3. The proof whenτ = a is a consequence of
theorem 2.3.3 that we will prove at the end of the section.

We fix a ∈ (0, τc) small enough and letN be as in definition 3.1.1. We want to prove
that for anyk > 1,

lim
γ→0

sup
x∈Zdk

6=

1{|xi |6RN+1,γ , i=1,...,k} sup
t6tc

∣∣∣∣Eγ
µ0

( k∏
i=1

σ(xi, t)

)∣∣∣∣ = 0 (3.154)
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which proves (2.35).
Recalling proposition 3.3.3 and lemma 3.3.2 part (2), there isδ > 0 and for anyk c so

that

sup
x∈Zdk

6=

sup
t6t2a

∣∣∣∣Eγ
µ0

( ∏
x∈x

σ (x, t)

)∣∣∣∣ = sup
x∈Zdk

6=

sup
t6t2a

∣∣vγ (x, t)
∣∣ 6 cγ δk (3.155)

which proves (3.154) with the sup limited tot 6 t2a.
For t > t2a, let n > 1 be such thatt(n+1)a 6 t 6 t(n+2)a, then∣∣∣∣Eγ

µ0

( ∏
x∈x

σ (x, t)

)∣∣∣∣ =
∣∣∣∣Eγ

µ0

(
Eγ

σ(·,tna),tna

( ∏
x∈x

σ (x, t)

))∣∣∣∣
6 1 − Pγ

µ0

(
σ(·, tna) ∈ Fγ,a,ζ (n, n, C)

) + sup
x∈Zdk

6=

sup
σ

sup
ta6t6t2a

|vγ (x, t |σ, ta)|

+k2k−1 sup
σ(·,tna)∈Fγ,a,ζ (n,n,C)

sup
t(n+1)a6t6t(n+2)a

sup
|x|6Rn+1,γ

|mγ,tna
(x, t |σ(·, tna))| .

(3.156)

To derive (3.156) we have writtenσ(x, t) = σ̃ (x) + mγ (x) whereσ̃ (x) is a shorthand
form of σ(x, t) − mγ (x) andmγ (x) stands formγ,tna

(
x, t |σ(·, tna)

)
. Then

k∏
i=1

[
σ̃ (xi) + mγ (xi)

] =
k∏

i=1

σ̃ (xi) +
k−1∑
i=1

[ i∏
`=1

σ̃ (x`)

]
mγ (xi+1)

[ k∏
j=i+2

σ(xj )

]
.

The first term givesvγ . The otherk terms are bounded as on the right-hand side of (3.156),
recalling that bothσ andmγ are bounded by 1.

In equation (3.156) we take the lim sup asγ → 0, then, by (3.97), the contribution of
the term withvγ vanishes. Also the term withmγ in (3.156) vanishes asγ → 0, by (3.16)
and (3.18). We thus have

lim sup
γ→0

sup
t2a6t6tNa

∣∣∣∣Eγ
µ0

( ∏
x∈x

σ (x, t)

)∣∣∣∣ 6 lim sup
γ→0

|[1 − Pγ
µ0

(
σ(·, tna) ∈ Fγ,a,ζ (n, n, C)

)]
.

By equations (3.113), (3.150) and (3.151) the right-hand side vanishes if we letC → ∞.
For tNa < t 6 tc we proceed as before, withn = N − 1 and use proposition 3.2.5 to show
that mγ

(
x, t |σ(·, tna)

)
vanishes asγ → 0, we omit the details. �

Proof of theorem 2.3.3.We takea small enough and such thatτ0 = na, n ∈ Z+. GivenC

large enough we choose

G(0)
γ = Fγ,a,ζ (n, n, C)

then (2.36) follows from theorem 3.5.0.
Equation (2.37) is proved in the remarks following theorem 3.2.0. Finally

equation (2.38) is proved by theorem 3.4.0. �

4. The geometry of the interfaces

This is an intermediate section between the previous one where we studied the process
until time tc and the next one where we will extend the analysis through timet?. We have
seen in section 3 that if a configurationσ at time tna < tc is in Fγ,a,ζ (n, n, C), then the
magnetization in the time interval [tna, tc] is infinitesimal asγ → 0, see theorem 2.3.2.
To prove that at timet? the magnetization is instead finite and the clusters mentioned in
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section 2 have developed, we need to show that the magnetization at timetna is not too
small. Since the setFγ,a,ζ (n, n, C) is defined in terms of upper bounds, we need new
conditions to control the magnetization from below. This lower bound cannot be uniform
in space away from 0, because in such a case the magnetization, being continuous (as it is
defined in terms of averages) would have a definite sign in the whole space, while regions
that are far apart are certainly uncorrelated. Thus the magnetization will be 0 somewhere
and the main goal of this section is to characterize the region where this happens. Before
outlining the specific contents of this section we recall some definitions and notation.

Given τ0 ∈ (0, τc), we seta (the time-grid parameter of definition 3.1.1) so that

na = τ0 n a positive integer. (4.1)

Let N be as in definition 3.1.1, and recall that

Na < τc = d

2α
tNa = Naλ−2 < tc = τcλ

−2 = τc logγ −1 . (4.2)

Hereafter

σ is a configuration at timetna ≡ τ0λ
−2 . (4.3)

We will use the bound (3.18) fort = tNa. We then requirea so small that

e−(tNa−tna) 6 eαtNa γ d/2λd/2 . (4.4)

Recalling thatγ d/2eαtc = 1, equation (4.4) is valid if

δ′ := (N − n)a − α(τc − Na) > 0 . (4.5)

We also recall thatmγ,tna
(x, t |σ) is the solution of (2.22) fort > tna with

mγ,tna
(x, tna|σ) = σ(x) and

`γ (r|σ) = λ−d/2 eα(tc−tNa)

∫
dr ′ qtc−tNa

(r − r ′)mγ,τ0([γ
−1r ′], tNa|σ) r ∈ Rd (4.6)

whereqt (r) is defined in (2.31). We finally recall

ˆ̀
γ (ξ |σ) = `γ (λ−1ξ |σ) . (4.7)

Given anyL > 0, we denote by

S(0, λ−1L) ⊂ Rd the sphere of centre 0 and radiusλ−1L . (4.8)

We divide this section in three subsections. In section 4.1 we prove thatˆ̀
γ converges

to a Gaussian process, theorem 2.4.3. In section 4.2 we prove that the zeros ofˆ̀
γ are close

to the zeros ofmγ,τ0(·, tc|σ). This result will be used in section 5.1 to characterize the
development of the interfaces associated tomγ,τ0(·, t?|σ). In section 4.3 we prove a central
limit estimate forpγ

t (see equation (2.29)) and its convergence toqt .

4.1. The central limit theorem

We will prove the central limit theorem in the Sobolev spaces defined below.

Definition 4.1.1. The spaces(Hm
loc, Pγ,τ0).

The spaceHm
loc is the Sobolev space of functions onRd , with m generalized derivatives all

in L2(Rd , dξ)-local. For eachγ > 0 and τ0 as in (4.1), we denote byPγ,τ0 the probability
on Hm

loc induced byµγ

τ0λ−2 via the map which associates to a configurationσ the function
ˆ̀
γ (ξ |σ) defined in (4.7).
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By a Sobolev inequality, convergence inHm implies convergence in a bounded region
of the sup norms of the first(m − d) derivatives, see [24], so that the above result yields a
control of all derivatives of̀ γ in the limit γ → 0. This will be used in section 4.2.

In the next proposition we prove the convergence ofˆ̀
γ to the Gaussian process of

theorem 2.4.3.

4.1.2 Proposition.Let 0 < τ0 < τc and ˆ̀
γ be as in (4.7). Denote bỹP the Gaussian process

in Hm
loc with zero average and covariance kernel

C(ξ, ξ ′) =
(

1 + 1

α

)(
α

πβDd

)d/2

e−α(ξ−ξ ′)2/(dβD) (4.9)

Then,

(Pγ,τ0, H
m
loc) → (P̃, Hm

loc) as γ → 0 . (4.10)

Proof. We first prove tightness and then that any limit process is equal to(P̃, Hm
loc). We

thus start by proving tightness.
In section 4.3, see (4.151), we prove that for anyM > 0 and any multindexI ,

I = (i1, · · · , id) ij > 0 for all j = 1, . . . , d |I | =
d∑

j=1

ij (4.11)

there is a constantc so that∣∣λ−|I | ∂
I qτλ

(r)

∂rI

∣∣ 6 c
λd

1 + (λ|r|M)
τλ = λ−2(τc − Na) . (4.12)

We next take theI -derivative of both sides of (4.6) and use (4.12) on the right-hand side.
If, for someC > 0, σ ∈ Fγ,a,ζ (n, n, C) (see equation (3.9) for notation) then from (3.17) it
follows that there isc′ so that for anyr ∈ Rd ,∣∣mγ,tna

([γ −1r], tNa|σ) − eαγ (tNa−tna)
(
p

γ
tNa−tna

◦ σ
)
([γ −1r])

∣∣
6 c′ eαtNa γ d/2(1 + λ|r ′|)bγ −αNa+d/2−ζ (4.13)

and from (3.18) and (4.5)

eαγ (tNa−tna)
(
p

γ
tNa−tna

([γ −1r]) 6 λd/2γ −αaN+d/2(1 + λ|r|)b{1 + λ−d/2} . (4.14)

We then have∣∣∣∣λ−|I | ∂
I `γ (r|σ)

∂rI

∣∣∣∣ 6 λ−d/2 eα(tc−tNa)

∫
dr ′ cλd

1 + (λ|r − r ′|)M
[
1(|r ′| > RN,γ )

+λd/2γ −αaN+d/2(1 + λ|r ′|)b{1 + λ−d/2 + c′γ δ}] .

By lettingM be large enough and recalling that|r| 6 Lλ−1, we see that the above derivative
is bounded uniformly inγ . Since this is the derivative of̀̂γ (because of the prefactorλ−|I |)
we have concluded the proof that the probabilityPγ,τ0 in Hm

loc is tight, for any positivem.
We shall consider hereafterm so large that the consideration below apply.

Identification of the limit laws.Let (Pτ0, H
m
loc) be any limit law. This is identified by the

marginals ofPτ0 on the variables{ ˆ̀(ξ1|σ), . . . ˆ̀(ξk|σ)}, k > 1, thought of as functions
in Hm

loc.
We denote byσ ′ = σ(·, ta), the configuration at timeta and by σ = σ(·, tna) the

configuration at timetna. If, for someC > 0, σ ∈ Fγ,a,ζ (n, n, C), then, by (4.13), there are
δ > 0 andĉ so that

sup
|x|6RN,γ

|mγ (x, tNa|σ) − eαγ (tNa−tna)(p
γ
tNa−tna

◦ σ)(x)| 6 ĉ e−α(tc−tNa)γ δ . (4.15)



Glauber evolution with Kac potentials 87

We have

eαγ (tNa−tna)(p
γ
tNa−tna

◦ σ)(x) − eαγ (tNa−ta )(p
γ
tNa−ta

◦ σ ′)(x) = eαγ (tNa−tna)(p
γ
tNa−tna

◦ gγ )(x)

(4.16)

where

gγ (x) = σ(x) − eαγ (tna−ta )(p
γ
tna−ta

◦ σ ′)(x) . (4.17)

Similarly to (4.15), ifσ ′ ∈ Fγ,a,ζ (1, 1, C),

sup
|x|6RN,γ

|gγ (x) − σ̃ (x)| 6 ĉ e−α(tc−tna)γ δ σ̃ (x) = σ(x) − mγ,ta (x, tna|σ ′) . (4.18)

We will then use the following fact.
Recalling the definition ofpγ

t (x, y) given in (2.28) and definingπγ
t (x, y) analogously

to (3.6), that is

π
γ
t (x, y) = e−c?t

∞∑
n=1

(βt)n

n!
J n

γ (x, y) (4.19)

we have

eαγ (tNa−tna)

∣∣∣∣ ∑
y

(
p

γ
tNa−tna

(x, y) − π
γ
tNa−tna

(x, y)
)
σ̃ (y)

∣∣∣∣
6 |σ̃ (x)| eαγ (tNa−tna) e−c?(tNa−tna) 6 2 e−(tNa−tna)

6 2 e−α(tc−tNa)γ δ′
. (4.20)

In the second inequality on the right-hand side of (4.20) we have used thatc? − 1 = αγ ,
(see equation (2.27)),|α − αγ | 6 cγ , and in the third one (4.5).

From equations (4.15), (4.16), (4.18) and (4.20) it then follows that ifσ ′ ∈
Fγ,a,ζ (1, 1, C) andσ ∈ Fγ,a,ζ (n, n, C), then there is a constantc?

1 so that

sup
|x|6RN,γ

|mγ (x, tNa|σ) − eαγ (tNa−ta)(p
γ
tNa−ta

◦ σ ′)(x)| 6 c?
1 e−α(tc−tNa)[γ δ′ + 2γ δ]

+eα(tNa−tna) sup
|x|6RN,γ

|(πγ
tNa−tna

◦ σ̃ )(x)| . (4.21)

Defining σ̃ as in (4.18), we letG be the following set (in the space of trajectories of the
spin configurations),

G =
{

sup
|x|6RN,γ

|(πγ
tNa−tna

◦ σ̃ )(x)|

6 e−α(tc−tna)γ δ′′ } ∩ {σ ′ ∈ Fγ,a,ζ (1, 1, C)

}
∩ {σ ∈ Fγ,a,ζ (n, n, C)} . (4.22)

We next prove that for anyδ′′ > 0 small enough,

lim inf
C→∞

lim inf
γ→0

Pγ
µ0

(G) = 1 . (4.23)

We are going to prove that each of the three sets whose intersection definesG have full
probability in the limit asC → ∞ andγ → 0.

For the first one we use the following inequality:

|(πγ
t(N−n)a

◦ σ̃ )(x)| 6 c[λd/2γ −αan+d/2]φγ (|x|)−1|||σ̃ |||n,n,γ + cγ k . (4.24)
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We then get forγ small enough and takingδ′′′ > δ′′,

Pγ
µ0

(
sup

|x|6Rn,γ

∣∣(πγ
t(N−n)a

◦ σ̃ )(x)
∣∣ 6 e−α(tc−tna)γ δ′′

)
> Pγ

µ0

(|||σ̃ |||n,n,γ 6 γ δ′′′)
= Eγ

µ0

(
Pγ

σ ′,ta

(|||σ(·, tna) − mγ,ta (·, tna|σ ′)|||n,n,γ,a 6 γ δ′′′))
.

(4.25)

We then chooseζ andδ? as in lemma 3.5.5 to conclude that forδ′′′ < δ?,

Eγ
µ0

(
1Fγ,a,ζ (1,1,C)Pγ

σ ′,ta

(|||σ(·, tna) − mγ,ta (·, tna|σ ′)|||n,n,γ,a 6 γ δ′′′)) > 1 − cγ k . (4.26)

From theorem 3.5.0 and (4.26) the probability on the right-hand side of (4.25) goes to 1 as
γ → 0.

By theorem 3.5.0 the probability of the second and third set inG goes to 1 asC → ∞
uniformly in γ . We have thus completed the proof of (4.23).

From equation (4.21) it follows that if a spin trajectory is inG, then there arec?
2 and δ̂

so that

sup
|x|6RN,γ

|mγ (x, tNa|σ) − eαγ (tNa−ta )(p
γ
tNa−ta

◦ σ ′)(x)| 6 c?
2 e−α(tc−tNa)γ δ̂ . (4.27)

This (recalling that|αγ − α| 6 cγ ) implies that if the trajectory{σ(·, t), t > 0} belongs to
G, then there is̃δ so that forξ = γ λx and |x| 6 RN+1,γ ,

| ˆ̀γ (ξ, |σ) − eα(tc−ta )λ−d/2(Qγ ◦ σ ′)(ξ)| 6 c?
2γ

δ̃ (4.28)

where

Qγ (ξ, y) =
∫

dr ′ qtc−tNa
(λ−1ξ − r ′)pγ

t(N−1)a
([γ −1r ′], y) . (4.29)

We denote by

Gγ (x, τ ) = (λγ )d(2πβDτ)−d/2exp

{
− x2

2τβD

}
(4.30)

whereD is defined in (2.42). We have

Pγ
µ0

(∣∣∣∣ ˆ̀γ (ξ |σ) − eα(tc−ta )λ−d/2
∑

y

Gγ (ξ − λγy, τc − a)σ ′(y)

∣∣∣∣ > ε + c?
2γ

δ̃

)
6 Pγ

µ0

(
eα(tc−ta )λ−d/2

∣∣∣∣ ∑
y

[Gγ (ξ − λγy, τc − a) − Qγ (ξ, y)]σ ′(y)

∣∣∣∣ > ε

)
+[1 − Pγ

µ0
(G)] . (4.31)

By equation (4.23) the square brackets goes to 0, so that it only remains to bound the first
term on the right-hand side of (4.31). By the Chebichev inequality we have

Pγ
µ0

(
eα(tc−ta )λ−d/2

∣∣ ∑
y

[Gγ (ξ − λγy, τc − a) − Qγ (ξ, y)]σ ′(y)
∣∣ > ε

)
6 A + B (4.32)

where

A = ε−2
(

eα(tc−ta )λ−d/2
)2 ∑

y

|Gγ (ξ − λγy, τc − a) − Qγ (ξ, y)|2 (4.33)

and

B = ε−2( eα(tc−ta )λ−d/2)2
∑
y 6=z

|Gγ (ξ − λγy, τc − a) − Qγ (ξ, y)|

×|Gγ (ξ − λγ z, τc − a) − Qγ (ξ, z)||Eγ
µ0

(σ (y, ta)σ (z, ta))| . (4.34)



Glauber evolution with Kac potentials 89

In equation (4.130) below we prove that there arec andζ , so that for allx, y ∈ Zd ,

|pγ
t(N−1)a

(x, y) − δx,y e−c?t(N−1)a − γ dqt(N−1)a
(γ x, γy)| 6 γ d+ζ λdP (λγ |x − y|) (4.35)

where the functionP is uniformly bounded and, for allγ ,∑
y

(λγ )dP (λγ |y|) 6 c . (4.36)

From this we have forr = γ x,∣∣∣∣Qγ (r, y) − γ dqtc−ta (r, γy) − e−c?t(N−1)a

∫
dr ′ qtc−tNa

(r, r ′)1{[γ −1r ′]=y}

∣∣∣∣
6 γ d+ζ λdP

(
λ|r − γy|) . (4.37)

At the end of section 4.3, we will prove that for allτ > 0 there isP (that, without loss of
generality, we can suppose equal to the previous one) so that∣∣∣∣qλ−2τ (0, r) − λd

(2πβDτ)d/2
exp

{
− (λr)2

2τβD

}∣∣∣∣ 6 λd+1P(λ|r|) . (4.38)

Calling

P̃ (r, y) =
∫

dr ′ 1{[γ −1r ′]=y}

(
λd+1P(λ|r − r ′|)

+ e−c?t(N−1)a
λd

(2πβDτ)d/2
exp

{
− (λ|r − r ′|)2

2τβD

})
we have, from (4.37), forr = γ x∣∣Gγ (r − λγy, τc − a) − Qγ (r, y)

∣∣ 6 (γ dλd+1 + γ d+ζ λd)P (λ|r − γy|) + P̃ (r, y) . (4.39)

For γ small we haveγ d+ζ λd < γ dλd+1 and, for a suitable constantc′:

2 supP(|r|) 6 c′ (4.40)

sup
r,y

P̃ (r, y) 6 c′(λγ )d [λ + e−c?t(N−1)a ] (4.41)∑
y

P̃ (r, y) 6 c′(e−c?t(N−1)a + λ) . (4.42)

From equations (4.36) and (4.40)–(4.42) we get (taking the square of the right-hand side of
(4.39) and using the inequality(a + b)2 6 2(a2 + b2))

A 6 ε−2
[
eα(tc−ta )λ−d/2

]2
2
(
c′cγ dλd+1 + (λγ )d [γ c?(N−1)a + λ]2(c′)2

)
(4.43)

which vanishes whenγ → 0 because e2αtcγ d= 1.
In order to estimateB, we use proposition 3.3.3 and lemma 3.3.2. Then there isc′′ so

that for all y 6= z

(eα(tc−ta )λ−d/2)2|Eγ
µ0

(σ (y, ta)σ (z, ta))| 6 c′′ . (4.44)

Therefore, using (4.40)–(4.42) we have

B 6 c′′ε−2
[
2λc + c′(γ c?(N−1)a + λ)]2 6 c′′′ε−2λ2 . (4.45)

From equations (4.32), (4.43) and (4.45), we then have that the probability on the left-hand
side of (4.31) vanishes in the limitγ → 0. Hence any limit point is the same as that of the
variables{ ˜̀

γ (ξ1|σ) . . . ˜̀
γ (ξk|σ)}, where

˜̀
γ (ξ |σ) = eα(tc−ta )λ−d/2 (λγ )d

(2πβD(τc − a))d/2

∑
y

exp

{
− (ξ − λγy)2

2(τc − a)βD

}
σ ′(y) . (4.46)
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To complete the proof of the proposition we thus are left with the proof that

lim
γ→0

Eγ
µ0

( k∏
i=1

˜̀
γ (ξi |σ)

)
= Ẽ

( k∏
i=1

˜̀(ξi)

)
(4.47)

where Ẽ is the expectation with respect to the law̃P of the mean zero Gaussian process
with covariance defined in (4.9) and̀̃(ξi) are the canonical variables for this process.

To prove (4.47) we use (2) of lemma 3.3.2 and (3.97) of proposition 3.3.3. We first
observe that, using (4.30), (4.46) can be written as

˜̀
γ (ξ |σ) = e−αta

∑
y

(λγ )−d/2Gγ (ξ − λγy, τc − a)σ (y, ta) . (4.48)

We first compute (4.47) fork = 2. This gives

Eγ
µ0

( 2∏
i=1

˜̀
γ (ξi |σ)

)
= I1(ξ1, ξ2) + I2(ξ1, ξ2) (4.49)

where (see the definition (3.96)),

I1(ξ1, ξ2) = e−2αta
∑

y∈Z2d
6=

(λγ )−dGγ (ξ1 − λγy1, τc − a)Gγ (ξ2 − λγy2, τc − a)vγ (y, ta)

(4.50)

I2(ξ1, ξ2) = e−2αta
∑

y

(λγ )−dGγ (ξ1 − λγy, τc − a)Gγ (ξ2 − λγy, τc − a) . (4.51)

Notice that there is a constantc so that

sup
ξ1,ξ2

|I2(ξ1, ξ2)| 6 cγ 2αa . (4.52)

In order to estimateI1 we write vγ (y, ta) = wγ (y, ta) +[vγ (y, ta) − wγ (y, ta)] and we use
(3.97) with k = 1. We are then left with the estimate of the right-hand side of (4.50) with
wγ (y, ta) in place ofvγ (y, ta). For this last one we use (3.84) withζ < 2αa and therefore
we get that there arec > 0 andδ > 0 so that for allξ1 andξ2,

|I1(ξ1, ξ2) − Ĩ1(ξ1, ξ2)| 6 cγ δ (4.53)

where, see (3.84),

Ĩ1(ξ1, ξ2) =
∑

y∈Z2d
6=

Gγ (ξ1 − λγy1, τc − a)Gγ (ξ2 − λγy2, τc − a)

×(λγ )−d

∫ ta

0
ds e−2α(ta−s)

(
pγ

s × pγ
s ) ◦ 2βJγ

)
(y1, y2) . (4.54)

From equation (4.128) below and (4.38) there is a constantc̄ so that for allx, y ∈ Zd and
all s ∈ [0.ta]∣∣pγ

s (x, y) − Gγ (λγ (x − y), λ2s)
∣∣ 6

∣∣pγ
s (x, y) − γ dqs(γ (x − y))

∣∣
+∣∣γ dqs(γ (x − y)) − Gγ (λγ (x − y), λ2s)

∣∣ 6 c̄(γ λ)d [γ ζ + λ] .

(4.55)

Using equation (4.55) there is̄c′ so that∣∣∣∣(λγ )−d

∫ ta

0
ds e−2α(ta−s)

(
pγ

s × pγ
s ) ◦ 2βJγ

)
(y1, y2) −

∫ ta

0
ds e−2α(ta−s)Kλ2s(y1, y2)

∣∣∣∣ 6 c̄′λ

(4.56)
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where

Kλ2s(y1, y2) = (λγ )−d
∑
z1,z2

Gγ (λγ (y1 − z1, λ
2s)Gγ (λγ (y2 − z2, λ

2s)2βJγ (z1, z2) . (4.57)

There is a constant̄c′′ so that

sup
y1,y2

∣∣Kλ2s(y1, y2) − Ka(y1, y2)
∣∣ 6 c̄′′λ for all s ∈ [0, ta] . (4.58)

Using the fact that (see equation (3.7))

2β
∑
z2

Jγ (z1, z2) = 2βγ d
∑

z

Jγ (γ |z|) = 2βĴγ (0) = 2(αγ + 1)

from (4.57), (4.58) and the fact that|αγ − α| 6 cγ , we get∣∣∣∣Kλ2s(y1, y2) − 2(α + 1)(λγ )−d
∑

z

Gγ (λγ (y1 − z), a)Gγ (λγ (y2 − z), a)

∣∣∣∣ 6 c̄′′′λ . (4.59)

Since ∑
y

Gγ (ξ − λγy, τc − a)Gγ (λγ (y − z), a) = Gγ (ξ − λγ z, τc)

from (4.54), (4.56), (4.59) and the fact thatτc = d/2α, we then get

lim
γ→0

I1(ξ1, ξ2) = lim
γ→0

α + 1

α
(λγ )−d

∑
z

Gγ (ξ1 − λγ z, τc)Gγ (ξ2 − λγ z, τc)

=
(

1 + 1

α

)
αd/2

(πβDd)d/2
e−α(ξ1−ξ2)

2/dβD . (4.60)

The proof of (4.47) for anyk > 2 uses similar arguments together with both inequalities
in (3.97). We omit the details. �

4.2. The interfaces

The motivation for definitions 4.2.1 and 4.2.3 below is technical, it will become clear in
section 5.

Definition 4.2.1. We denote byC1 and c′
1 the parameters which, in (3.23) and (3.24),

respectively, correspond toδ = 1. Given anyk > 0 we define

A′
k = A′

+(1) ∪ A′
−(1) ∪ A′

0(k) (4.61)

where

A′
+(1) = {

r : `γ (r ′|σ) > 3
2λ logλ−2 for all r ′ : |r − r ′| 6 C1(logλ−2)2

}
. (4.62)

A′
−(1) is defined with the reversed inequality. Then, given anyk, we set

A′
0(k) = {r : there arer0, θ ∈

(
1

k
, k

)
and a unit vectorν

such that (4.64), (4.65) below hold} (4.63)

|r − r0| 6 2C1(logλ−2)2 (4.64)

|`γ (r ′|σ) − θλ(r ′ − r0)ν| 6 λεγ for all r ′ : |r ′ − r0| 6 5C1(logλ−2)2 (4.65)

whereεγ is defined as follows. Ind = 1

εγ = kλ1−80b (4.66)
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b > 0 is the parameter entering in the definition of the seminorms, see definition 3.1.2. In
d > 2

εγ = kλ(logλ−2)5 . (4.67)

Proposition 4.2.2. For anyL > 0

lim inf
k→∞

lim inf
γ→0

Pγ
µ0

({S(0, λ−1L) ⊂ A′
k}

) = 1 (4.68)

with the same notation as in definition 4.2.1.

Proof. Let G(L, k) be the following set inHm
loc, m > d + 3, (we want the elements of

G(L, k) to be inC3)

G(L, k) =
{
g ∈ Hm

loc : inf
r:|r|6L

[|g(r)| + |∇g(r)|] >
1

k
and sup

r:|r|6L

|∇g(r)| 6 k

}
. (4.69)

Then in [21] it has been proven that for anyL > 0

lim
k→∞

P̃(G(L, k)
) = 1 . (4.70)

From proposition 4.1.2 it then follows that there is a sequenceζk decreasing to 0 ask → ∞,
and, for anyk, there isγ0 so that for allγ 6 γ0

Pγ,τ0

(G(L, k)
)

> 1 − ζk . (4.71)

Assuming thatˆ̀γ (·|σ) ∈ G(L, k) (where ˆ̀
γ is defined in (4.7)) we now prove that forγ

sufficiently smallS(0, λ−1L) ⊂ A′
k and from this and (4.71) the proposition will follow.

In what follows we omit the dependence onσ of the functions̀ γ and ˆ̀
γ .

Given anyr ∈ S(0, λ−1L), eitherr ∈ A′
+(1) ∪ A′

−(1) or the following holds. There is
a r̄ such that

|r̄ − r| < C1(logλ−2)2 and |`γ (r̄)| < 3
2λ logλ−2 . (4.72)

If `γ (r̄) = 0, then, sincề γ (λr̄) = 0 and ˆ̀
γ ∈ G(L, k), we have from (4.69) that

θ ≡ |∇ ˆ̀
γ (λr̄)| >

1

k
(4.73)

and so for anyr ′ such that|r ′ − r̄| 6 5C1(logλ−2)2

|`γ (r ′) − θλ(r ′ − r̄)ν| 6 λ
[
Mλ(5C1(logλ−2)2)2/2

]
6 λεγ (4.74)

where

M = sup
|r−λr̄|65C1λ(logλ−2)2

∑
i,j

∣∣∣∣∂2 ˆ̀
γ (r)

∂ri∂rj

∣∣∣∣ . (4.75)

Therefore (4.64) and (4.65) hold and that impliesr ∈ A′
0(k).

If instead`γ (r̄) > 0, or `γ (r̄) < 0, then we want to prove that there is ar0, suitably
close to r̄ so that (4.64) and (4.65) hold. To be definite we assume`γ (r̄) > 0. From
equation (4.72) and the fact thatˆ̀

γ (·|σ) ∈ G(L, k) it follows that

|∇ ˆ̀
γ (λr̄)| >

1

k
− 3

2
λ logλ−2 . (4.76)

Let r(t) be the solution of the following equation:

ṙ = −∇ ˆ̀
γ (r(t)) r(0) = r̄ (4.77)
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then

d ˆ̀
γ (r(t))

dt
= −[∇ ˆ̀

γ (r(t))]2 (4.78)

so that ˆ̀
γ decreases along the curve (4.77). Observe that this, together with the fact that

ˆ̀
γ (·|σ) ∈ G(L, k), implies that

|∇ ˆ̀
γ (r(t))| > 1

k
− 3

2
λ logλ−2 (4.79)

up to the firstt when ˆ̀
γ becomes equal to 0. At this time, call itt0 and letr(t0) = λr0,

we have ˆ̀
γ (λr0) = 0, and∇ ˆ̀

γ (λr0) > 1/k. To evaluatet0 and |r̄ − r0|, we observe that
from (4.78), (4.79) and (4.76) it follows that

3

2
λ logλ−2 > ˆ̀

γ (λr̄) − ˆ̀
γ (λr0) =

∫ t0

0
dt [∇ ˆ̀

γ (r(t)]2 > t0

(
1

k
− 3

2
λ logλ−2

)2

. (4.80)

From equation (4.77), recalling that, by (4.69), the gradient is bounded byk, we have, for
any λ smaller than some valueλ0, which depends onk,

|λr0 − λr̄| 6 t0k 6 k
3

2
λ logλ−2

(
1

k
− 3

2
λ logλ−2

)−2

6 C1λ(logλ−2)2 . (4.81)

By equation (4.81),|r − r0| 6 |r − r̄| + |r̄ − r0| 6 2C1(logλ−2)2 so that (4.64) holds. We
defineθ andν so that

∇ ˆ̀
γ (λr0) = θν . (4.82)

An argument analogous to the one given for proving (4.74) shows that (4.65) holds. This,
in turns, implies thatr ∈ A′

0(k), thus concluding the proof of the proposition. �
We next prove the analogue of proposition 4.2.2 for the functionmγ,tna

. To this purpose
we need to define the setsA analogously to definition 4.2.1.

Definition 4.2.3. Let C1 and c′
1 be as in definition 4.2.1. Furthermore iff is a function on

Zd , (or on Rd ), we definefγ as the function onγ Zd such thatfγ (γ x) = f (x). Then for
any functionf as above and any numberω > 0, we introduce

A+(ω, f, γ ) = {
r ∈ γ Zd : fγ (r ′) > λ1+d/2 logλ−2, for all r ′ ∈ γ Zd such that

|r − r ′| 6 C1ω(logλ−2)2
}

(4.83)

and set

A−(ω, f, γ ) = A+(ω, −f, γ ) .

Givenna as in (4.1) we set

A±(ω) = A±(ω, mγ,tna
(·, tc|σ), γ ) . (4.84)

Givenf , fγ andC1 as above, for anyk > 1 we define

A0(k, f, γ ) = {r ∈ γ Zd : there arer0, θ ∈
(

1

k
, k

)
and a unit vectorν

such that (4.85)–(4.86) below hold}
|r0 − r| 6 2C1(logλ−2)2 (4.85)

|fγ (r ′) − θλ1+d/2(r ′ − r0)ν| 6 λ1+d/2εγ for all r ′ : |r ′ − r0| 6 5C1(logλ−2)2

(4.86)
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whereεγ is defined in (4.66) and (4.67).
We call

A0(k) = A0(k, mγ,tna
(·, tc|σ), γ ) .

Lemma 4.2.4. Let L > 0 and C > 0, assume thatσ ∈ Fγ,a,ζ (n, n, C) and that
|x| 6 L(γ λ)−1, γ x ∈ A′

+(1), thenγ x ∈ A+(1) for all γ small enough.

Proof. We will show that if`γ (γ x|σ) > (3/2)λ logλ−2, then, forλ small enough

mγ,tna
(x, tc|σ) > λ1+d/2 logλ−2

and this will prove the lemma.
We recall the definition (3.54) ofMγ :

Mγ (x, tc) = eαγ (tc−tN a)
∑

y

p
γ
tc−tNa

(x, y)mγ,tna
(y, tNa|σ) . (4.87)

We then use (3.56) which gives, recalling thatλγ |x| 6 L,

|mγ (x, tc|σ) − Mγ (x, tc|σ)| 6 c′λ
3d
2 [1 + L]b 6 cλ3d/2 . (4.88)

We next estimate the difference betweenMγ and`γ . We will prove below that there is̃c
so that∣∣λ−d/2Mγ (x, tc) − `γ (γ x, tc|σ)

∣∣ 6 λ−d/2 eα(tc−tNa) e(αγ −α)(tc−tNa)

×
∣∣∣∣ ∑

y

p
γ
tc−tNa

(x, y)mγ,tna
(y, tNa|σ)

∣∣∣∣ + Aγ

6 c̃λ−16bγ δ1 + Aγ δ1 := τc − Na (4.89)

where

Aγ = λ−d/2 eα(tc−tNa)
∑

y

|mγ,tna
(y, tNa|σ)|Dγ (x, y) (4.90)

with

Dγ (x, y) =
∣∣∣∣pγ

tc−tNa
(x, y) −

∫
dr ′ 1{[γ −1r ′]=y}qtc−tNa

(γ x, r ′)
∣∣∣∣ . (4.91)

The proof of (4.89) easily follows from estimates below, used to boundAγ , and it is
omitted. By equations (4.13) and (4.14) (recall equation (4.5)) we derive the following
bound onmγ,tna

(y, tNa|σ):

sup
|y|6RN,γ

λ−d/2 eα(tc−tNa)|mγ,tna
(y, tNa|σ)| = sup

|y|6RN,γ

[λd/2γ −αNa+d/2]−1|mγ,tna
(y, tNa|σ)|

6 cγ δλ−16b + λ−16b 6 c′λ−16b . (4.92)

We then have

Aγ 6 c′λ−16b
∑

|y|6RN,γ

Dγ (x, y) + λ−d/2 eα(tc−tNa)
∑

|y|>RN,γ

Dγ (x, y) . (4.93)

We use (4.128) to bound the first sum on the right-hand side of (4.93):

c′λ−16b
∑

|y|6RN,γ

Dγ (x, y) 6 ĉ1
(
γ ζλ−16b + e−c?(tc−tNa)

)
6 ĉ1γ

ζ1

for suitableĉ1 and ζ1 > 0. For the second sum on the right-hand side of (4.93) we use
(4.129):

λ−d/2 eα(tc−tNa)
∑

|y|>RN,γ

Dγ (x, y) 6 λ−d/2 eα(tc−tNa)2c e−|γRN,γ −L| eδ(tc−tNa) 6 c2γ
ζ2
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wherec2 andζ2 > 0 are suitably chosen.
Collecting the above estimates, we conclude that there areĉ and ζ̂ > 0 so that∣∣λ−d/2Mγ (x, tc) − `γ (γ x, tc|σ)

∣∣ 6
[
c̃λ−16bγ δ1 + ĉ1γ

ζ1 + c2γ
ζ2
]

6 ĉγ ζ̂ . (4.94)

From equation (4.88) and (4.94), recalling that by hypothesis`γ (γ x|σ) > 3/2λ logλ−2, we
have that for allγ small enough

mγ (x, tc|σ) > λd/2`γ (γ x, σ ) − 2cλ3d/2 − ĉλd/2γ ζ̂ > 3
2λ1+d/2 logλ−2 − 1

2λ1+d/2 logλ−2

(4.95)

From this the lemma follows. �
The analogous result holds forγ x ∈ A′

−(1), it only remains to consider the case where
γ x ∈ A′

0(1). The proof is similar to that of lemma 4.2.4, but we have to modify the bound
(4.30) since thea priori estimate given in (3.55) is too rough. We do that in the following
lemma.

Lemma 4.2.5. Let C > 0 and assume thatσ ∈ Fγ,a,ζ (n, n, C), then , for anyL > 0, there
is c so that

sup
λγ |x|6L

|Mγ (x, tc) − �γ (x|σ)| 6 cλ1+d/2
(

logλ−2
)3

(4.96)

whereMγ and�γ are defined in (3.54) and (3.58), respectively.

Proof. The proof is based on the fact that�γ is a sup ofMγ over a ‘small’ spacetime
interval. Sincepγ is smooth, more precisely it is close to a differentiable function (as
proven in the next section), then the difference on the left-hand side of (4.96) is bounded
by a factor proportional to the derivative ofMγ , i.e. to λd/2+1, times the size of the space
interval, actually slightly larger than that to take into account errors.

In fact, from lemma 4.3.4

sup
λγ |x|6L

|Mγ (x, tc|σ) − �γ (x|σ)| 6 sup
x,y∈S?

sup
t−c 6s6tc

eαγ (tc−s)|Mγ (x, s|σ) − Mγ (y, s|σ)|

(4.97)

where

S? = {x : |γ x| 6 λ−1L + (
logλ−2

)3} . (4.98)

We then use (3.54), lemma 4.3.6, (4.13) and (4.14) to boundmγ,tna
(·, tNa|σ). From this we

obtain (4.96), we omit the details. �
Proposition 4.2.6. Let L > 0, C > 0, k > 1 and assume thatσ ∈ Fγ,a,ζ (n, n, C). Let
|x| 6 (λγ )−1L and γ x ∈ A′

0(k), then there isk′ (independent ofγ ) so thatγ x ∈ A0(k
′)

with the same parametersθ , ν and r0.

Proof. By the definition ofA′
0(k), there arer0, |γ x − r0| 6 2c1(logλ−2)2, θ ∈ (k−1, k) and

ν so that for all|r − r0| 6 5c1(logλ−2)2,

|`γ (r|σ) − θλ(r − r0)ν| 6 λεγ (4.99)

where εγ is defined in (4.66) ford = 1 and in (4.67) ford > 2. As in the proof of
lemma 4.2.4 we write for ally so that|γy − r0| 6 5c1(logλ−2)2,∣∣mγ,tna

(y, tc|σ) − θλ1+d/2(γy − r0)ν
∣∣ 6

∣∣Mγ (y, tc) − mγ,tna
(y, tc|σ)

∣∣
+λd/2

∣∣λ−d/2Mγ (y, tc) − `γ (γy|σ)
∣∣ + λd/2

∣∣`γ (γy|σ) − θλ(γy − r0)ν
∣∣ .
(4.100)
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For the second term on the right-hand side of (4.100), we use (4.94), while for the third
term we use (4.99). We then have that∣∣mγ,tna

(y, tc|σ) − −θλ1+d/2(γy − r0)ν
∣∣ 6 λd/2ĉγ ζ̂ + λ1+d/2εγ

+∣∣Mγ (y, tc) − mγ,tna
(y, tc|σ)

∣∣ .
(4.101)

Using equations (3.57) and (4.96) we have, for a suitable constantĉ1,∣∣Mγ (y, tc) − mγ,tna
(y, tc|σ)

∣∣ 6 ĉ1
{
λ

5
2 d−80b + [|Mγ (y, tc)| + λ1+d/2(logλ−2)3

]3}
. (4.102)

We call

ψγ (y) = ∣∣Mγ (y, tc) − mγ,tna
(y, tc|σ)

∣∣ . (4.103)

In equation (4.88) we have proven that

ψγ (y) 6 2cλ
3
2 d . (4.104)

From equation (4.102), using (4.101), we then have

ψγ (y) 6 ĉ1
{
λ

5
2 d−80b + [

ψγ (y) + |θλ1+d/2(γy − r0)ν| + ψγ (y) + ĉλd/2γ ζ̂

+λ1+d/2εγ + λ1+d/2(logλ−2)3
]3}

. (4.105)

We next bound the terms in the square bracket on the right-hand side of (4.105). By
equation (4.104) and the fact that|γy − r0| 6 5c1(logλ−2)2, there is a constantc2 so that

2ψγ (y) + |θλ1+d/2(γy − r0)ν| 6 4cλ3d/2 + kλ1+d/25c1(logλ−2)2 6 c2kλ1+d/2(logλ−2)2 .

(4.106)

We have used thatθ < k and that 3d/2 > 1 + d/2.
Then, using the definition (4.66) forεγ , we bound the other terms in the square bracket

on the right-hand side of (4.105) as

ĉλd/2γ ζ̂ + λ1+d/2εγ + λ1+d/2(logλ−2)3 6 kc3λ
1+d/2(logλ−2)3 (4.107)

wherec3 is a suitable constant. From equations (4.105), (4.106) and (4.107) it follows that
there isc4 so that

ψγ (y) 6 c4
(
λ5d/2−80b + k3λ3+3d/2(logλ−2)9

)
. (4.108)

Using equations (4.101), (4.103) and (4.108) we then get∣∣mγ,tna
(y, tc|σ) − θλ1+d/2(γy − r0)ν

∣∣ 6 c4
[
λ5d/2−80b + k3λ3+3d/2(logλ−2)9

]
+ĉλd/2γ ζ̂ + λ1+d/2εγ

6 λ1+d/2
[
c4λ

2d−1−80b + c4k
3λd+2(logλ−2)9 + ĉλ−1γ ζ̂ + εγ

]
.

(4.109)

Then, from (4.109), for a suitable constantk′,∣∣mγ,tna
(y, tc|σ) − θλ1+d/2(γy − r0)ν

∣∣ 6 k′/k λ1+d/2εγ (4.110)

which proves the proposition. �
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4.3. The random walk with jump intensityJγ (x, y)

In this subsection we study a single random walk inZd which jumps with intensityJγ (x, y),
proving that it behaves essentially as a jump process onRd with jump intensityJ (|r−r ′|) dr ′,
provided we make the correspondencex → r = γ x. From that the properties stated in the
previous sections easily follow. Our analysis is based on classical arguments in central limit
theorems, but due to the specificity of our problem with mixed limitsγ → 0 andt → ∞,
we have not been able to refer to the literature.

We use the shorthand

p
γ
t (x) = p

γ
t (0, x) (4.111)

γ > 0, t 6 t?. We then set

p̂
γ
t (k) =

∑
x

eikxp
γ
t (x) − π 6 ki 6 π i = 1, . . . d . (4.112)

Thus

p
γ
t (x) = 1

(2π)d

∫
dk e−ikx e−c?t

∞∑
n=0

(βtĴγ,k)
n

n!
(4.113)

Ĵγ,k =
∑

y

eikyJγ (0, y), c? = βĴγ,0 . (4.114)

As usual in central limit theorems, we distinguish different regions of values ofk. We start
from ‘large k’s’, i.e. |ki | > γ 1−b, b > 0, we will be interested inb small enough. As
Jγ (0, y) = J (|γy|), with J a smooth function, the values|k| � γ give small contribution,
as we are going to prove. LetI (x) be a function onZ with compact support and call

I (1)(y) = γ −1[I (y) − I (y + 1)] I (`)(y) = γ −1[I (`−1)(y) − I (`−1)(y + 1)] . (4.115)

Integration by parts on the lattice yields:

Lemma 4.3.1. Let k 6= 0, then, for anyn > 1,∑
y

eikyI (y) =
(

γ

ik

)n( ik

1 − e−ik

)n ∑
y

eikyI (n)(y) . (4.116)

Proof. Since (4.116) is obviously true forn = 0 the proof follows by induction onn. �
Going back to (4.113) we define forb ∈ (0, 1)

p
γ,>
t (x) = 1

(2π)d

∫
|ki |>γ 1−b

dk e−ikx
∑
n>1

e−c?t (βĴγ,k)
n

n!
(4.117)

where the integral is extended to allk’s for which there existsi ∈ {1, . . . , d} such that
|ki | > γ 1−b. We shall hereafter use such a shorthand notation without further mention. We
first estimatepγ,>

t , the contribution of the other values ofk andn will be analysed later.

Lemma 4.3.2. Given anyb > 0, (see (4.117)) for any integerm there isc so that for allx
andγ > 0

|pγ,>
t (x)| 6 cγ mt . (4.118)

Proof. SinceJγ (0, y) > 0, β|Ĵγ,k| 6 βĴγ,0 = c?, recalling that|ki | 6 π , i = 1, . . . , d, we
get

|pγ,>
t (x)| 6 d

(2π)

∫
|k1|>γ 1−b

dk1 βt
∑

y2...yd

∣∣ ∑
y1

eik1y1Jγ (0, y)
∣∣ .
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Keepingy2, . . . , yd fixed, we setI (y1) = Jγ (0, y), with y1 the first coordinate ofy. For
any `, |I (`)(y)| is bounded uniformly inγ , hence, using (4.116) we derive (4.118). �

We write

p
γ
t (x) = p

γ,0
t (x) + p

γ,<
t (x) + p

γ,>
t (x) (4.119)

where

p
γ,0
t (x) = δx,0 e−c?t (4.120)

p
γ,<
t (x) = (2π)−d

∫
|ki |6γ 1−b

dk e−ikx e−c?t
∑
n>1

(βtĴγ,k)
n

n!
(4.121)

where, in agreement with the previous notation, the above integral is extended to the set
{|ki | 6 γ 1−b}, for all i = 1, . . . , d. In the next lemma we boundpγ,<

t (x): our bound is
‘good’ only whenγ 1−2bt → 0, as in our case wheret 6 c logγ −1, for somec. For larger
values oft we need a more accurate analysis.

Lemma 4.3.3. For anyb ∈ (0, 1) there isc so that∣∣∣∣pγ,<
t (x) − γ d

(2π)d

∫
|ki |6γ −b

dk e−ikγ x e−c?t
∑
n>1

(βtĴ (k))n

n!

∣∣∣∣ 6 γ d−bdβctγ 1−b eβctγ 1−b

(4.122)

where

Ĵ (k) =
∫

dr eikrJ (|r|) . (4.123)

Proof. After the change of variablesk → γ k, (4.121) becomes

p
γ,<
t (x) = γ d

(2π)d

∫
|ki |6γ −b

dk e−ikx e−c?t
∑
n>1

(βtĴγ,γ k)
n

n!
. (4.124)

There isc so that for all|k| 6 γ −b∣∣Ĵ (k) − Ĵγ,γ k

∣∣ 6 cγ 1−b (4.125)

and, for anyn > 1,∣∣Ĵ (k)n − Ĵ n
γ,γ k

∣∣ 6 n
(|Ĵγ,0| + cγ 1−b

)n−1
cγ 1−b . (4.126)

The left-hand side of (4.122) is then bounded by

γ d

(2π)d

∫
|ki |6γ −b

dk e−c?t (βtcγ 1−b) ec?t+βtcγ 1−b

.

The lemma is therefore proven. �
The following theorem just summarizes the results in (4.118) and (4.122):

Theorem 4.3.4.For anyb ∈ (0, 1) there areζ > 0 andc so that for allx and all t 6 t?∣∣∣∣pγ
t (x) − e−c?t δx,0 − γ d

(2π)d

∫
|ki |6γ −b

dk e−ikγ x e−c?t
∑
n>1

(βtĴ (k))n

n!

∣∣∣∣ 6 cγ d+ζ (4.127)

∣∣∣∣pγ
t (x) − e−c?t δx,0 − γ dqt (γ x)

∣∣∣∣ 6 cγ d+ζ (4.128)

whereqt (·) is defined in definition 2.3.1.
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Remarks. As already mentioned, (4.127) is proven by (4.118) and (4.122); to prove (4.128)
we have used that (4.118) holds also whenĴ (k) replacesĴγ,γ k.

We next prove bounds onpγ
t (x), the first one is trivial, it does not require what done

so far:

Lemma 4.3.5. There areδ > 0 andc so that for all` and t∑
|y|>γ −1`

p
γ
t (y) 6 c e−(`−δt)

∫
|r|>`

dr qt (r) 6 c e−(`−δt) . (4.129)

Proof. Since the random walk jumps at most byγ −1, the left-hand side in the first inequality
in (4.129) is bounded by

e−c?t
∑
n>`t

(c?t)n

n!

from which the first inequality follows; the second one is proven similarly. �
Remarks. Using lemma 4.3.5 we can improve (4.128), proving the following estimate used
previously. There isζ > 0 and for anym, c′, we have that for allx and all t 6 t?,∣∣pγ

t (x) − e−c?t δx,0 − γ dqt (γ x)
∣∣ 6 c′γ ζ (λγ )d

1 + (λγ |x|)m . (4.130)

In fact for |x| 6 Ct?, equation (4.130) is implied by (4.128) withζ in (4.130) smaller than
the parameterζ in (4.128). For|x| > Ct?, we use (4.129). We then get the following
condition onc′:

c′(λγ )dγ ζ 6 sup
|x|>Ct?

c e−(|x|−δt?)(λγ |x|)m .

Recalling thatt? > τc logγ −1, by choosingC large enough, we see that the above condition
can be satisfied with a finitec′ uniformly in γ , hence concluding the proof of (4.130).

Many of the bounds of section 3 are a straight consequence of lemma 4.3.5. The bounds
in (3.12), however, require some more care.

Lemma 4.3.6. For anym > 0 there isc so that for allx and all t 6 t?

(1 + γ λ|x|)−m
∑

y

p
γ
t (y − x)(1 + γ λ|y|)m 6 c . (4.131)

Proof. Equation (4.131) is easily proven fort 6 1, so that we suppose, hereafter in this
proof, thatt > 1. If a, b andm are all positive

(a + b)m 6 2m(am + bm) (4.132)

so that, callingA the left-hand side of (4.131),

A 6 2m + 22m(1 + γ λ|x|)−m
∑

y

p
γ
t (y − x)(γ λ)m[|x|m + |y − x|m] . (4.133)

We thus reduce the proof of (4.131) to proving thatA1 is bounded, where

A1 := (γ λ)m
∑

y

p
γ
t (y)|y|m . (4.134)

Sincet 6 cλ−2, for somec, using (4.129), forL large enough andγ small,

A1 6 2 + (γ λ)m
∑

16λγ |y|6λ−1L

p
γ
t (y)|y|m =: 2 + A2 (4.135)
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with A2 being defined by the last equality. We have excluded the valuesλγ |y| < 1 to avoid
the divergence in (4.138) below forγ λ|y| → 0. By equation (4.127)

A2 6 A3 + cγ d+ζ (γ λ)m
∑

λγ |y|6λ−1L

|y|m (4.136)

A3 :=
∣∣∣∣ γ d

(2π)d

∫
|ki |6γ −b

dk (γ λ)m
∑

16γ λ|y|6λ−1L

e−ikγy |y|m e−c?t
∑
n>1

(βtĴ (k))n

n!

∣∣∣∣ . (4.137)

The second term on the right-hand side of (4.136) is bounded by

cγ d+ζ (γ λ)m(Lγ −1λ−2)m+d = cγ ζ λ−m−2dLm+d

which vanishes asγ → 0 for any fixedL, becauseλ−2 = logγ −1. It thus remains to show
that A3 is bounded.

Let m′ be an even integer larger thanm + d + 2, then, integrating by parts with respect
to e−ikγ x , we get

A3 6 γ d

(2π)d

∫
|ki |6γ −b

dk λm′ ∑
16γ λ|y|6λ−1L

(λγ |y|)m−m′ ∑
I∈Im′

cI

∣∣∣∣ ∂I

∂kI
e−c?t

∑
n>1

(βtĴ (k))n

n!

∣∣∣∣
(4.138)

where

Im′ =
{
I = (i1, . . . , id) ∈ Zd : ij > 0, j = 1, . . . , d;

d∑
j=1

ij = m′
}

(4.139)

and the coefficientscI are such that

|y|m′ =
∑
I∈Im′

cI y
I yI =

d∏
j=1

y
ij
j y = (y1, . . . , yd) (4.140)

(recall thatm′ is an even integer);

∂I

∂kI
= ∂i1

∂k
i1
1

· · · ∂id

∂k
id
d

. (4.141)

Observe that ∑
I∈Im′

cI

∂I

∂kI
= ∇m′

.

Recalling thatm′ > d + 2, the sum overy is finite. This is like the Riemann sum of
the corresponding integral, if we had the volume element(λγ )d , but we only haveγ d in
(4.138). We are then reduced to prove that there is a constantc so that∫

|ki |6γ −b

dk λm′−d

∣∣∣∣ ∂I

∂kI

∑
n>1

e−c?t (βtĴ (k))n

n!

∣∣∣∣ 6 c (4.142)

for all I ∈ Im′ .
Since∇Ĵ (0) = 0 (J depends on|r|) and|Ĵ (k)| < 1 for k 6= 0, (by the positivity ofJ ),

for any δ > 0 there isc0 > 0 so that

|Ĵ (k)| 6 Ĵ (0) − c0k
2 |k| 6 δ . (4.143)

Furthermore, by the smoothness ofJ (·), for any n > 1 there isc so that|Ĵ (k)| 6 c|k|−n,
hence, given anyδ > 0 there isε = ε(δ) > 0 so that

|Ĵ (k)| 6 Ĵ (0) − ε |k| > δ . (4.144)
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(Later in this section, we will also need the following: there isε0 > 0 so that for allδ small
enough,ε(δ) = ε0δ

2.) Finally, there are functionsφI
p(k) so that, for alln,

∂I

∂kI
Ĵ (k)n =

m′∑
p=1

Ĵ (k)n−pφI
p(k)n(n − 1) . . . (n − p + 1) (4.145)

(the terms withp > n are therefore 0). The functionsφI
p(k) are proportional to products

of derivatives ofĴ (k), their only property we are going to use is that there are coefficients
cp,m′ such that

|φI
p(k)| 6 cp,m′

|k|(2p−m′)+

1 + |k|m′+d+2
n+ = max{n, 0} . (4.146)

To derive (4.146) we use the decay properties ofĴ (k) and its derivatives, hence the
denominator in (4.146). The exponent(2p − m)+ bounds from below the number of
factors∂Ĵ (k)/∂ki , i ∈ {1, . . . , d}, present inφI

p(k). Since fork small,∂Ĵ (k)/∂ki goes like
ki , we obtain the numerator in (4.146), we omit the details and give (4.146).

Using equation (4.145) we have

∂I

∂kI

∑
n>1

(βtĴ (k))n

n!
=

m′∑
p=1

φI
p(k)(βt)p eβtĴ (k) . (4.147)

We fix δ > 0 and then split the integral in (4.142) over|k| 6 δ and |k| > δ. The latter is
bounded, using (4.144) and (4.146), by

λm′−d

∫
dk 1

(|k| > δ, |ki | 6 γ −b
) m′∑

p=1

|φI
p(k)|(βt)p e−εβt−c?t+Ĵ (0)βt 6 cλm′−d (4.148)

which vanishes becausem′ > d. In deriving (4.148) we have used that

βĴ (0)t = c?t + βt(Ĵ (0) − Ĵ 0
γ,0)

∣∣βt(Ĵ (0) − Ĵγ,0)
∣∣ 6 cγ λ−2

for somec > 0.
The integral in (4.142) extended to|k| 6 δ is bounded, using (4.147) and (4.146), by

λm′−d

∫
|k|6δ

dk

m′∑
p=1

(βt)pcp,m′ |k|(2p−m′)+ e−c0k
2βt−c?t+βĴ (0)t

6 c′
m′/2∑
p=1

λm′−d tp−d/2 + c′′
m′∑

p=m′/2+1

λm′−d tp−(p−m′/2)−d/2

6 c′′′(λt1/2)m
′−d

(recall that since the beginning of the proof we have restricted ourselves tot > 1). Since
λt1/2 is bounded, the proof of the lemma is completed. �
Remark. Observe that when proving lemma 4.3.6, we have actually shown that for any
a > 0 and anym there isc so that

p
γ
ta (x) 6 c(γ λ)d

(1 + γ λ|x|)m for all x 6= 0 . (4.149)

We next turn to the proof of (3.148). The proof is essentially similar to that of
lemma 4.3.6, but we give a few details, for the reader’s convenience.
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Lemma 4.3.7. Let πγ (x) ≡ πγ (0, x) be as in (3.6) (witha > 0); let m′ be an even integer
larger thand + 2. Then, for any multindexI , (see (4.140) for notation) there isc so that for
all x ∣∣∣∣ ∂I

∂xI
πγ (x)

∣∣∣∣ 6 c
(λγ )d

1 + (λγ |x|)m′ . (4.150)

The discrete derivative on the left-hand side of (4.150) is defined in (3.139). Analogously if
τ > 0, there isc so that∣∣∣∣ ∂I

∂xI
qλ−2(r)

∣∣∣∣ 6 c
λd+|I |

1 + (λr)m
′ . (4.151)

Proof. The proof of (4.151) is completely analogous to that of (4.150) and we omit it. We
shorthandt ≡ ta = aλ−2. By (4.129), recallingpγ

ta (x) = πγ (x), x 6= 0,

πγ (x) 6 c e−γ |x|+δt

hence (4.150) for|x| > γ −1Lλ−2, with L large enough. We shall then restrict, hereafter in
this proof, to|x| < γ −1λ−2L.

We recall that

πγ (x) = 1

(2π)d

∫
dk e−ikx

∑
n>1

(βtĴγ,k)
n

n!
.

If we estimatedπγ (x) using (4.127), the error on the right-hand side would give a divergent
bound for the left-hand side of (4.150), we thus need a more accurate analysis. We go back
to the decomposition (4.119). Using lemma 4.3.2 we have that for anyb > 0 and anyk
there isc so that for allx∣∣∣∣ δI

δxI
[πγ (x) − p

γ,<
t (x)]

∣∣∣∣ 6 cγ k . (4.152)

By equation (4.152) it is therefore sufficient to bound the derivative ofp
γ,<
t and for

that we use the representation (4.124). Using the bound∣∣∣∣ δI

δxI
e−ikγ x

∣∣∣∣ 6 c′λ−|I |γ −|I |b |k| 6 γ −b

we get, proceeding as in the proof of lemma 4.3.3,∣∣∣∣ δI

δxI
p

γ,<
t (x) − γ d

(2π)d

∫
|ki |6γ −b

dk

[
δI

δxI
e−ikγ x

]
e−c?t

∑
n>1

(βtĴ (k))n

n!

∣∣∣∣
6 c′λ−|I |γ −|I |bγ d−bdβctγ 1−b eβctγ 1−b

. (4.153)

The right-hand side is bounded by a constant times

λ−|I |γ −b|I |γ d−bd−b+1λ−2 6 γ d+ζ ζ > 0

if b is chosen small enough, i.e.b(|I | + d + 1) < 1.
Extending the second term on the left-hand side of (4.153) to a function ofx ∈ Rd ,

we can replace the discrete derivative by integrals of ‘continuous derivatives’. We have an
extra factor(λγ )−|I |, so that we are left with the estimate of

B := γ d

(2π)d

∫
|ki |6γ −b

dk (γ λ)−|I | ∂I

∂xI
eikγ x e−c?t

∑
n>1

(Ĵ (k)βt)n

n!
. (4.154)
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We distinguish whether|γ λx| 6 1 or > 1 and consider explicitly the latter case, where the
argument has extra difficulties. Letm′ > d + 2 be an even integer, then

B = (−iγ λ|x|)−m′
λm′ γ d

(2π)d

∫
|ki |6γ −b

dk λ−|I |kI

[ ∑
I ′∈Im′

cI ′
∂I ′

∂kI ′ e−ikγ x

]

× e−c?t
∑
n>1

(Ĵ (k)βt)n

n!
(4.155)

see (4.138) and (4.140) for notation. Recalling thatγ λ|x| > 1, the first factor in (4.155)
plays the role ofP in (3.148).

It remains to prove that there isc so that for anyI ′ ∈ Im′

B1 := λ−d+m′
∫

|ki |6γ −b

dk λ−|I |
∣∣∣∣ ∂I ′

∂kI ′

{
kI e−c?t

∑
n>1

(Ĵ (k)βt)n

n!

}∣∣∣∣ 6 c (4.156)

(the factorλ−d comes from having reconstructed the volume element(λγ )d present in
(3.148), we only hadγ d in (4.155)). The proof of (4.156) is now very similar to that of
lemma 4.3.5, see (4.145)–(4.149). LetI ′′ 6 I andI ′′ 6 I ′, then we need to show that there
is c (independent ofI , I ′, I ′′) so that

B2 := λ−d+m′
∫

|ki |6γ −b

dk λ−|I ||kI−I ′′ |
∣∣∣∣ ∂I ′−I ′′

∂kI ′−I ′′ e−c?t
∑
n>1

(Ĵ (k)βt)n

n!

∣∣∣∣ 6 c . (4.157)

By equation (4.147) we then have, calling` = |I ′ − I ′′|,

B2 6 λ−d+m′
∫

|ki |6γ −b

dk λ−|I ||kI−I ′′ |
∑̀
p=1

∣∣φ`
p(k)(βt)p eβtĴ (k)−c?t

∣∣ . (4.158)

Using equation (4.144) and recalling thatt = aλ−2, the integral over|k| > δ is bounded
and vanishingly small ask → 0. We use (4.146) and (4.143) to bound the integral over
|k| 6 δ, which is then bounded by

λ−d+m′−|I |
∫

|ki |6δ

dk

∣∣∣∣∣kI−I ′′ |
|I ′−I ′′|∑
p=1

|k|2p−|I ′−I ′′|(βt)p ec0k
2βt−c?t+βĴ (0)t

∣∣∣∣∣
6 c′ ∑

p6|I ′−I ′′|/2

λ−d+m′−|I |t−|I−I ′′|/2−d/2+p

+c′′ ∑
p>|I ′−I ′′|/2

λ−d+m′−|I |t−|I−I ′′|/2−d/2t−p+|I ′−I ′′|/2tp .

Recalling thatt−1/2 = a−1/2λ, we have that the last expression is bounded by a constant
and the lemma is proven. �
Proof of (4.38). The proof is essentially that of the local central limit theorem, (after having
explicited the dependence onγ by using theorem 4.3.4). For the reader’s convenience, we
give some details.

We call

T = tc − tNa = λ−2(τc − Na) . (4.159)

Recall that

qT (r) = 1

(2π)d

∫
dk e−ikr e−βĴ (0)T

∑
n>1

(βT Ĵ (k))n

n!
.
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We call qT (r| 6 δ) the integral extended to|k| 6 δ and we chooseδ = δT = T −(1/2−ζ ),
with 0 < ζ < 1

6. We then have∣∣∣∣qT

(
r| 6 δ

) − 1

(2π)d

∫
|k|6δT

dk e−ikr eβT (Ĵ (k)−Ĵ (0))

∣∣∣∣ 6 δd
T e−βĴ (0)T . (4.160)

By a Taylor expansion we have for a suitable constantc∣∣Ĵ (k) − Ĵ (0) + 1
2Dk2

∣∣ 6 ck3 for all |k| 6 δT . (4.161)

We also have∣∣∣∣ ∫|k|6δT

dk e−ikr [e−βT (Ĵ (0)−Ĵ (k)) − e−βT Dk2/2]

∣∣∣∣ 6
∫

|k|6δT

dk e−βT Dk2/2
∣∣1 − ecβT k3∣∣

6
∫

|k|6δT

dk e−βT Dk2/2c′|T k3| 6
∫

|k|6T ζ

dk T −d/2 e−βDk2/2c′T −1/2|k|3

6
( ∫

dk e−βDk2/2|k3|
)

c′T −d/2−1/2 6 c′′T −d/2−1/2 . (4.162)

From equations (4.160), (4.161) and (4.162)∣∣∣∣qT

(
r| 6 δT

) − 1

(2π)d

∫
dk e−ikr−βT Dk2/2

∣∣∣∣
6 δd

T e−βĴ (0)T + c′′T −d/2−1/2 +
∫

|k|>δT

dk e−βT Dk2/2

6 c′′′T −d/2−1/2 . (4.163)

Calling qT (r| > δT ) the contribution toqT coming from the integral extended to
|k| > δT , we have∣∣qT

(
r| > δT

)∣∣ 6
∫

|k|>δT

βT |Ĵ (k)| eβT (Ĵ (k)−Ĵ (0))

6
∫

|k|>δT

βT |Ĵ (k)| e−βT ε0δ
2
T /2 6

∫
βT |Ĵ (k)| e−βT ε0T

2ζ /2 (4.164)

whereε0 is defined below (4.144).
We have thus proven (4.38) for|r|T −1/2 6 1. For |r| > cT , c sufficiently large, we can

use (4.129), we are thus left withT 1/2 6 |r| 6 cT . We can repeat the previous analysis for
all terms except for (4.162) where we need a few extra considerations. We rewrite (4.161)
as

Ĵ (k) − [Ĵ (0) − 1
2Dk2] = k3J̃ (k) (4.165)

with J̃ (k) a C∞ function with fast decay. The left hand side of (4.162) is equal to

A :=
∣∣∣∣ ∫|k|6δT

dk e−ikr e−βT Dk2/2[ eβT k3J̃ (k) − 1]

∣∣∣∣ . (4.166)

Let m′ be an even integer, then

A 6 |r|−m′
∣∣∣∣ ∫|k|6δT

[∇m′
e−ikr ] e−βT Dk2/2[ eβT k3J̃ (k) − 1]

∣∣∣∣ (4.167)

where the gradients is with respect tok. Integration by parts yields

A 6 |r|−m′
∫

|k|6δT

∣∣∇m′ { e−βT Dk2/2[ eβT k3J̃ (k) − 1]}∣∣ + R (4.168)
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where the remainderR is a sum of integrals extended to|k| = δT : sinceδ3
T T → 0 because

ζ < 1
6, the remainder is bounded by

R 6 c e−βDT 2ζ /2 (4.169)

for a suitable constantc (we omit the details). By the change of variablesk → T 1/2k, we
obtain from (4.168)

A 6 |rT −1/2|−m′
T −d/2

∫
|k|6T ζ

dk
∣∣∇m′ {e−βDk2/2[eβT −1/2k3J̃ (kT −1/2) − 1]}∣∣ .

Recalling the definition ofT , see (4.159),T −1/2 is proportional toλ, it is then easy to see
that

A 6 c(λ|r|)−m′
λd+1

for a suitable constantc, we omit the details.
As has already been said, the estimates of the other terms which contribute toqT can

be treated as when|r| 6 λ−1, the proof of (4.38) is thus completed. �

5. The development of the interfaces

In this section we study the process in the time interval [tc, t
?]. We will see that the statistical

solutionsmγ,t0(·, t?|σ), t0 = λ−2τ0, τ0 ∈ (0, τc), describe, with large probability, clusters
of fully developed phases, separated from each other by interfaces. This result is proven
whenσ is in a set ofG(3)

γ ⊂ {−1, 1}Zd

, see theorem 2.5.3. Since in the limitγ → 0, the
empirical spin averages (see (2.43)) are with large probability close to the same averages
of mγ,t0(·, ·|σ), see theorem 3.4.0, this will complete the proof of theorem 2.5.1.

The problem of the development of the interfaces is a well known problem in thePDE

literature, de Mottoni and Schatzman [7], and Chen [3] have solved it for the Allen–Cahn
equation (2.18). We extend the results obtained by de Mottoni–Schatzman and Chen to an
evolution defined by (2.13), which is a result interesting in its own right. We actually prove
it for the evolution (2.22), but the extension to (2.13) is then straightforward.

Analysis of the statistical solutions in the time interval[tc, t?]

Let τ0 ∈ (0, τc) and a > 0 be such thatna = τ0, n a positive integer. LetC > 0, and
σ ∈ Fγ,a,ζ (n, n, C). We then consider the functionmγ,tna

(x, t |σ) defined in definition 2.2.1.
From proposition 4.2.2, lemma 4.2.4 and proposition 4.2.6, we know that for anyL > 0,

lim inf
k→∞

lim inf
γ→0

Pγ
µ0

(
S(0, λ−1L) ⊂ Ak)

) = 1

where the setAk ⊂ Rd is determined by the behaviour ofmγ,tna
(·, t |σ):

A = A+(1) ∪ A−(1) ∪ A0(k) (5.1)

with A±(1) and A0(k) defined in definition 4.2.3. The points inA± are called theeasy
ones, in fact, in a suitably large neighbourhood of each of them, the functionmγ,tna

(·, tc|σ)

is bounded away from 0. Using of the barrier lemma (see lemma 3.2.1) we will see
that mγ,tna

(·, t?|σ) goes to ±mβ , as γ → 0. In a neighbourhood of the points in
A0(k) mγ,tna

(·, tc|σ) is not bounded away from 0, and we will prove that in these points
mγ,tna

(·, t?|σ) approaches the instanton solution (see definition 2.5.2).
To understand the definitions in the sequel let us imagine for simplicity that

mγ,tna
(x, tc|σ) is replaced by a functionv(r), with r = γ x. Assume, moreover, that
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v(r) = λd/2u(λr), with u a smooth function and then ignore thatr is a discrete variable,
letting r ∈ Rd . We then denote byv(r, t) the solution to (2.13) with inital datumv(r).

Given k > 0, r is then called aneasy pointif

for all r ′ such that|r − r ′| 6 C1(logλ−2)2 eitherv(r ′) > λk or v(r ′) 6 −λk (5.2)

whereC1 is defined in definition 4.2.2.
Using the barrier lemma we will prove convergence ofv(r, t?) to ±mβ wheneverr is

aneasy point, for any choice ofk. There are, however, in general, also points which are not
easy, as for instance in a small neighbourhood of a pointr0 such thatv(r0) = 0. Assume
for notational simplicity thatd = 1 and suppose thatu′(λr0) 6= 0. Then

r = r0 + 2C1(logλ−2)2

is already aneasy point, at least forλ small enough andk sufficiently large.
In fact if |λr − λr0| 6 δ for someδ > 0, then

v(r) ≈ λ1+d/2u′(λr0)(r − r0) .

Therefore for allr ′ such that|r − r ′| 6 C1(logλ−2)2, we have that|λr ′ − λr0| 6 δ, if λ is
small enough. So if we takek > d/2 + 1 (due to the presence of the term(logλ−2)2 the
equality is also allowed), (5.2) holds hencer is aneasy point.

We are then left with the points|r − r0| < 2C1(logλ−2)2. We have a separate argument
which allows to control the solution at|r − r0| 6 ε(logλ−2)2 with ε > 0 small enough. We
can then use the barrier lemma for the points at distance|r − r0| > ε(logλ−2)2 up to time
εC1(logλ−2)2, this time interval is long enough to reach equilibrium, thus completing the
analysis of all points such that|r − r0| 6 2C1(logλ−2)2.

Lemma 5.1.2. There areδ′ andc so that for allω and all γ x ∈ A±(ω),∣∣mγ,tna

(
x, tc + ω(logλ−2)2|σ ) ∓ mβ

∣∣ 6 c e−ωδ′(logλ−2)2
(5.3)

Proof. Given anyω and anyγ x ∈ A+(ω) we define

gγ (y) =
{

mγ (y, tc|σ) if |y − x| 6 γ −1C1ω(logλ−2)2

λ1+d/2 logλ−2 elsewhere .

By the hypothesis onx, we then have

gγ (y) > λ1+d/2 logλ−2 for all y .

We let gγ (·, t) the solution to (2.22) with initial datumgγ .
Denote byzγ (t), t > 0 the solution of

dzγ

dt
= −zγ + tanhβĴγ,0zγ zγ (0) = λ1+d/2 logλ−2 .

Then, by the monotonicity property of (2.22) (see (2) of lemma 3.2.1), for ally

gγ (y, ω(logλ−2)2) > zγ (ω(logλ−2)2) .

Moreover,zγ converges exponentially tomβ,γ , the positive solution of

mβ,γ = tanh{βĴγ,0mβ,γ } .

Since|Ĵγ,0 − 1| 6 c′γ (see (2.6)), there isc so that|mβ − mβ,γ | 6 cγ . Therefore there are
ζ > 0 andc2 > 0 such that for ally

gγ (y, ω(logλ−2)2) > mβ − c2 e−ζ(logλ−2)2ω .
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We have used thatγ = exp(−λ−2) so that givenζω there is somec′ so that

|mβ − mβ,γ | 6 c′ e−ζ(logλ−2)2ω .

On the other handgγ (y) 6 1, for all y and againzγ (t) starting fromzγ (0) = 1, converges
exponentially fast tomβ,γ , so that the bound (5.3) is proven forgγ in the place ofmγ . By
the barrier lemma we have

|mγ,tna
(x, tc + ω(logλ−2)2|σ) − gγ (x, ω(logλ−2)2)| 6 c′

1 e−(logλ−2)2ω

equation (5.3) is therefore proved. The proof whenγ x ∈ A−(ω) is completely analogous,
hence the lemma is proven. �

We next consider the third setA0. Notice that ifr ∈ A0 then (4.86) hold. This inequality
can be rewritten as follows:

θλ1+d/2[γ x − (r0 + εγ ν)]ν 6 mγ,tna
(x, tc|σ)) 6 θλ1+d/2[γ x − (r0 − εγ ν)]ν (5.4)

for all x such that|γ x − r0| 6 5C1(logλ−2)2.
εγ therefore has the meaning of the displacement alongν necessary for bounding

(locally) mγ,tna
in terms of a linear function.

Proposition 5.1.3. There isc so that for anyk > 1, if γy ∈ A0(k), and r0 and ν are the
corresponding parameters as in (4.85), then

|mγ,tna
(x, t?|σ) − m̄((γ x − r0)ν)| 6 cεγ for all f x : |γ x − r0| 6 2C1(logλ−2)2

(5.5)

wherem̄ is the instanton, defined in definition 2.5.2, andεγ is given by (4.66) and (4.67),
respectively, whend = 1 andd > 1.

Proof. We first prove a lower bound, then an upper bound which, together, yield (5.5). We
start from the lower bound and divide the proof into several parts.

Step 1(Reduction tod = 1). Let û(z, t), z ∈ R, t > 0, solve (2.13) ind = 1 with J

replaced byĴ , i.e.

∂û(z, t)

∂t
= −û(z, t) + tanhβ(J̄ ? û)(z, t) (5.6)

where

J̄ (|z|) =
∫

Rd−1
dr J (|z2 + r2|1/2) (5.7)

and with initial condition

û0(z) =


θλ1+d/2z if |z| 6 4C1(logλ−2)2

θλ1+d/24C1(logλ−2)2 if z > 4C1(logλ−2)2

−θλ1+d/24C1(logλ−2)2 if z < −4C1(logλ−2)2 .

(5.8)

Let x, r0, ν andC1 be as in (5.5), then

mγ,tna
(x, t?|σ) > û(z, t? − tc) − ĉγ ζ − c′

1 e−(logλ−2)2
z = (γ x − r?

0) · ν (5.9)

wherer?
0 = r0 + (εγ + γ )ν and ĉ, c′

1 andζ > 0 are coefficients which will be specified in
the course of the proof.

Proof of step 1. We refer to theorem 2.1.8 of [8] for the proof of the following statement:
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Statement 1.
There areζ > 0, ĉ and a > 0 so small that the following holds. Ifm(r, t), r ∈ Rd and
mγ (x, t), x ∈ Zd solve respectively (2.13) and (2.22) fort > 0 and

m(r, 0) = mγ ([γ −1r], 0) for all r

then

|m(r, t) − mγ ([γ −1r], t)| 6 ĉγ ζ for all r and for all t 6 a logλ−1 . (5.10)

We define

u0(r) = mγ ([γ −1r], tc|σ) . (5.11)

We then denote byu(r, t), t > tc, the solution to (2.13) with

u(r, tc) = u0(r) . (5.12)

From equation (5.10) it then follows that

mγ,tna
(x, t?|σ) > u(γ x, t?) − ĉγ ζ . (5.13)

We therefore need a lower bound onu(·, t?). Let r0, θ andν be the parameters corresponding
to γy ∈ A0(k). We then have, by the definition ofA0(k), see equation (5.4),

u0(r) > θλ1+d/2[r − (r0 + ε′
γ ν)]ν for all r : |r − r0| 6 5C1(logλ−2)2 (5.14)

where

ε′
γ = εγ + γ . (5.15)

We define

ũ0(r) =


θλ1+d/2r · ν if |rν| 6 4C1(logλ−2)2

θλ1+d/24C1(logλ−2)2 if rν > 4C1(logλ−2)2

−θλ1+d/24C1(logλ−2)2 if rν < −4C1(logλ−2)2

(5.16)

and we denote bỹu(r, t) the solution to (2.13) with̃u(r, 0) = ũ0(r). We let

r?
0 = r0 + ε′

γ ν (5.17)

and we observe that

|r0 − r?
0| 6 ε′

γ < C1(logλ−2)2 . (5.18)

Then from (5.14), (5.16) and (5.18) it follows that

u0(r) > ũ0(r − r?
0) for all r : |r − r?

0| 6 4C1(logλ−2)2 . (5.19)

We next apply (4) of lemma 3.2.1, withδ = 1 andT = (logλ−2)2 = t? − tc as we are going
to explain.

Let r be such that

|r − r0| 6 2C1(logλ−2)2

and considerr ′ ∈ S(r, C1(logλ−2)2), i.e. the sphere of centerr and radiusC1(logλ−2)2,
then from (5.18) we have

|r ′ − r?
0| 6 |r ′ − r| + |r − r0| + |r0 − r?

0| 6 4C1(logλ−2)2

so that for allr ′ ∈ S(r, C1(logλ−2)2), u0(r
′) > ũ0(r

′ − r?
0), then from (3.26), we have that

u(r ′, t?) > ũ(r ′ − r?
0, t? − tc) − c′

1 e−(logλ−2)2
. (5.20)
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We are therefore reduced to the analysis ofũ(r, t). We let

z = rν

and we observe that̃u0 is a function ofz alone. Therefore, given̂u0(z) as in (5.8), we
denote byû(z, t) the solution to (5.6). It is not difficult to see thatû(r · ν, t) considered as
a function ofr ∈ Rd and t > 0, solves (2.13) (in its original version, withd andJ ), hence,
by uniqueness,

ũ(r, t) = û(r · ν, t) . (5.21)

This concludes the proof of step 1.
We are now reduced to a one-dimensional problem with the antisymmetric monotonically

non-decreasing initial datum̂u0.
We are going to use the following properties proven in [12]

Statement 2.
Let f (z, 0), z ∈ R, be any antisymmetric function non-negative forz > 0 and not identically
0. Letf (z, t), t > 0, solve (5.6) with initial datumf (z, 0). Then the following holds.
(i) f (z, t) is antisymmetric for allt > 0 andf (z, t) > 0 for all z > 0 and t > 0.
(ii) There arec andc′, which depend onf (·, 0), such that for allt > 0

sup
z

|f (z, t) − m̄(z)| 6 c′ e−ct . (5.22)

Because of (ii) of statement 2, we know thatû(z, t) converges exponentially fast tōm.
This result, however, does not help us directly, because the rate of convergence (i.e. the
constantc in (5.22)) does depend on the initial datum, which, in our case, depends onλ.
Therefore the convergence tōm may, in principle, occur much later than in (5.5). To solve
this problem we use the barrier lemma and lemma 5.1.2 to prove that|û(z, t)| grows to
finite values (bounded away from 0 independently ofλ) except for a ‘short space interval’
of length(ε logλ−2)2, ε > 0.

Step 2. Let û(z, t), t > 0, be the solution of (5.6) witĥu(z, 0) = û0(z) given in (5.8). Then
û(z, t) is antisymmetric and monotonically non-decreasing. Furthermore, givenε > 0, let

z′ = 2εC1(logλ−2)2 t ′ = ε(t? − tc) (5.23)

then

û(z, t ′) >
{

0 for z ∈ (0, z′)
mβ/2 for z > z′ .

(5.24)

To prove (5.24) we go back toRd and, recalling (5.21), we easily check that

z′ν ∈ A+
(
ε, ũ(·, tc), γ

)
for γ small enough, cf definition 4.2.3. The inequality (5.24) then follows from lemma 5.1.2,
hence step 2 is completed.

We then definev(z, t), t > t ′, as the solution of (5.6) withv(z, t ′) an antisymmetric
function of z equal to the right-hand side of (5.24) forz > 0. Notice thatû(z, t ′) > v(z, t ′)
for all z > 0 and that the reverse inequality holds forz 6 0, therefore we cannot use,
at least directly, the monotonicity properties of (5.6) to conclude thatû(z, t) > v(z, t) for
t > t ′, not even whenz > 0. Nonetheless this happens to be true ifJ̄ is a monotonic
non-increasing function.
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Step 3. û(z, t) > v(z, t) for all z > 0 and allt > t ′.

Step 3 is a corollary of the following:

Statement 3.
Let f (z, t) andg(z, t) be two antisymmetric functions which solve (5.6). Then

f (z, 0) > g(z, 0), for all z > 0, implies that f (z, t) > g(z, t), for all z > 0 andt > 0 .

Proof of statement 3. Since f (z, t) is antisymmetric, the functionf (z, t) restricted to
ξ > 0 still obeys a closed equation. To make it explicit, we rewrite the non-local term in
(5.6) for z > 0 as∫

R
dz′Ĵ (|z′ − z|)f (z′) =

∫ ∞

0
dz′ Ĵ (|z′ − z|)f (z′) −

∫ ∞

0
dz′ Ĵ (|z′ + z|)f (z′) .

Sincez′ + z > |z′ − z|, if z > 0 andz′ > 0,

K(z, z′) = Ĵ (|z′ − z|) − Ĵ (|z′ + z|) > 0

becauseĴ is monotonic non-increasing.
We then have that forz > 0

∂f

∂t
= −f + tanh{βK ? f } . (5.25)

Since K is non-negative, equation (5.25) has the same monotonicity property as (5.6),
statement 3 is thus proven.

We are now in better shape than after step 1, since we ‘only’ need a lower bound
on v(z, t) for z > 0. Recall thatv solves thed = 1 problem for t > t ′ and that it
is antisymmetric and no longer infinitesimal withλ, as v(z, t ′) > mβ/2 for all z > z′.
Unfortunately, we are still far from the end, sincev(z, t ′) = 0 in the ‘long space interval’
0 6 z < z′ with z′ = ε(logλ−2)2. We cannot use lemma 5.1.2 in [0, z′], because in that
interval v(·, t ′) = 0. We will exploit at this point the other mechanism of growth: the
‘infection’. We shall see that the positive values ofv at z > z′ spread with finite velocity,
and they invade the positive real axis in a time proportional toz′.

We are going to use the following:

Statement 4. Letf (z, t) andg(z, t), t > 0, be two solutions of (5.6). Assume that
(i) f (z, 0) is antisymmetric and non-negative forz > 0
(ii) there isM > 1 such thatg(z +M, 0) is an antisymmetric function ofz, non-negative for
z + M > 0.
(iii) f (z, 0) > g(z, 0) for z > 0

Thenf (z, t) > g(z, t) for all z > 0 and all t > 0.

Proof. First of all observe that from (i) of statement 2 and the translation invariance of
(5.6), it follows thatg(z + M, t) is antisymmetric for allt > 0.

Let ψ(z, t) solve the equation:
dψ(z, t)

dt
= −ψ(z, t) + tanh{β(Ĵ ? ψ)(z, t)} z > M t > 0 . (5.26)

To specifyψ we need to impose both the initial value and the boundary conditions, namely
ψ(z, 0) for all z and ψ(z, t) for all z < M and all t > 0. Observe that if we are only
interested inψ(z, t) with z > M, then it is enough to specify the boundary condition in
M − 1 6 z < M (and the initial datum inz > M). We set

ψ(z, t) = 0 for all t > 0 and all z < M

ψ(z, 0) = f (z, 0) for all z > M .
(5.27)
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Sincef (z, t) > 0 for all z > 0 and t > 0, f (z, t) solves (5.26) with boundary condition
f (z, t) > ψ(z, t) for M − 1 6 z < M. Since (5.26) has the same monotonicity properties
as (5.6), we conclude that

f (z, t) > ψ(z, t) for all z > 0 and for allt > 0 .

On the other hand

g(z, t) 6 0 for all z ∈ (M − 1, M) and for all t > 0

because it is antisymmetric aroundM. Hence by the same monotonicity argument

ψ(z, t) > g(z, t) for all z > 0 and for allt > 0 .

The statement 4 is therefore proven.

Step 4. There areT > 0 andL′ > 0 so that for allz > 0

v(z, t ′ + T ) > v1(z, t
′ + T )

wherev1(z, t
′ + nT ) is antisymmetric and such that

v1(z, t
′ + T ) =

{
0 for 0 6 z < z′ − L′

mβ/2 for z > z′ − L′ .
(5.28)

To prove step 4 we use (ii) of statement 2. LetL′ andL be such that

m̄(L′) = 2
3mβ L = 2L′ . (5.29)

We then definew1(z) as

w1(z + z′ − L) =


0 if −L 6 z 6 L

mβ/2 if z > L

−mβ/2 if z 6 −L .

(5.30)

Observe thatw1 is antisymmetric aroundz′ − L. We then denote byw1(z, t), t > 0, the
solution to (5.6) with initial datum given by (5.30).

By statement 2, for allt > 0,

w1(z + z′ − L, t) > m̄(z) − c′ e−ct . (5.31)

Observe that, due to the translational invariance of (5.6),w1(z, t) can be obtained by
solving (5.6) with initial datum as on the right-hand side of (5.30) and then translating
it by z′ − L. As the right-hand side of (5.30) does not depend onλ, the constantsc andc′

in (5.31) are also independent ofλ. ChoosingT so that

c′ e−cT = 1
6mβ (5.32)

we have from (5.29), (5.31) withz = L′ and (5.32)

w1(z
′ − L′, T ) > 1

2mβ . (5.33)

ChoosingM = z′ − L′, f = v andg = w1 in statement 4, we have

v(z, t ′ + t) > w1(z, t) for all z > z′ − L′ and for all t .

The proof of step 4 is thus concluded.

By iterating the previous proof we easily get

v(z, t ′ + nT ) > vn(z, t
′ + nT ) z > 0 (5.34)
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where the functionsvn(z, t
′ + nT ) are antisymmetric and such that

vn(z, t
′ + nT ) =

{
0 for 0 6 z < z′ − nL′

mβ/2 for z > z′ − nL′ (5.35)

for all n 6 N where

z′ − NL′ = 2L′ + 1 N 6 εC1
(logλ−2)2

L′ . (5.36)

We have thus proven that

û(z, t ′ + NT ) > ψ(z) for all z > 0 (5.37)

whereψ(z) is antisymmetric and

ψ(z) =
{

0 if z ∈ [0, 2L′ + 1)

1
2mβ if z > 2L′ + 1 .

(5.38)

Since forz > 0,

ψ(z) 6 vN(z, t ′ + NT ) . (5.39)

From the monotonicity property it follows that

û(z, t) > ψ(z, t) for all z > 0, for all t > t ′ + NT (5.40)

whereψ(z, t) solves (5.6) withψ(z, 0) = ψ(z). Then, sincet ′ is given by (5.23),

(t? − tc) − (t ′ + NT ) > (logλ−2)2

[
1 − ε − εC1

T

L′

]
> 1

2
(logλ−2)2

for a suitable choice ofε. We then have

û(z, t? − tc) > ψ
(
z, (t? − tc) − (t ′ + NT )

)
for all z > 0 . (5.41)

By statement 2 withc andc′ corresponding toψ, we then conclude that

û(ξ, t? − tc) > mdd(ξ) − c′ e−c(logλ−2)2/2 for all ξ > 0 (5.42)

and from step 1

mγ (x, t?, |σ) > mdd(ξ) − ĉγ ζ − c′
1 e−(logλ−2)2 − c′ e−c(logλ−2)2/2 ξ = (γ x − r?

0)ν .

(5.43)

We have thus completed the proof of the lower bound forz > 0.
An upper bound formγ,tna

(x, t?, |σ) is easier to prove. Definingu0(r) as in (5.11), and
using (5.4), we have that

u0(r) 6 θλ1+d/2[r − (r0 − εγ )]ν for all r : |r − r0| 6 5c1(logλ−2)2 (5.44)

therefore lettingũ0(r) be as in (5.16) we have

u0(r) 6 ũ0(r − r̂0) for all r : |r − r0| 6 4c1(logλ−2)2 (5.45)

where

r̂0 = r0 − εγ ν . (5.46)

The analogue of (5.13) and (5.20) is

mγ (x, t?, |σ) 6 ĉγ ζ + ũ(γ x − r̂0, t
? − tc) + c′

1 e−(logλ−2)2
. (5.47)

Like beforeũ(r, t) = û(z, t) wherer · ν = z. By statement 3

û(z, t) 6 φ(z, t) for all z > 0 (5.48)
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whereφ(z, t) is the antisymmetric function equal tomβ for all z > 0. By statement 2, there
arec′′ andc′′′ so that for allz

|φ(z, t? − tc) − m̄(z)| 6 c′′′e−c′′(logλ−2)2
. (5.49)

From equations (5.47), (5.48) and (5.49)

mγ,tna
(x, t?, |σ) 6 m̄(z) + ĉγ ζ + c′

1 e−(logλ−2)2 + c′′′ e−c′′(logλ−2)2
(5.50)

equation (5.5) follows from (5.43) and (5.50), thus the proof of proposition 5.1.3 is
concluded. �

5.1. Proof of theorems 2.5.1 and 2.5.3

Proof of theorem 2.5.3.We takea so thatτ0 = na and so small that(N−n)a > α(τc−Na).
We specify the setG(3)

γ in theorem 2.5.3 as the intersection ofFγ,a,ζ (n, C), with the set
{`γ (·|σ) ∈ G(L, k)}, see (4.69). By (4.71), 2.46 is true with this definition ofG(3)

γ .
We specify the parameterRγ in theorem 2.5.3 asRγ = 2λC1(logλ−2)2, C1 as in

definition 4.2.1. We also set:uγ (ξ) = mβ sign ˆ̀
γ (ξ |σ), hence6 = {ξ : ˆ̀

γ (ξ |σ) = 0}.
In the proof of proposition 4.2.2, it is shown that for allγ small enough, if̀ γ (·|σ) ∈

G(L, k), thenS(0, λ−1L) ⊂ A′
k (see definition 4.2.1). Let us assumeγ small enough, then,

if γ x ∈ A′
±(1), by lemma 4.2.4,γ x ∈ A±(1) and, by (5.3) (withω = 1), we get (2.47).

Therefore all the pointsx such thatγ x ∈ A′
±(1) andd(λγ x, 6) > Rγ , verify (2.47).

If γ x /∈ A′
±(1), then, by (4.72) and (4.81), there isr0 so that λr0 ∈ 6 and

|λγ x − λr0| 6 Rγ . By proposition 4.2.6,γ x ∈ A0(k), with same parametersθ , ν and
r0. Then (5.5) gives (2.48), forγ small enough). Notice that ifγ x /∈ A′

±(1), and
d(λγ x, 6) > Rγ , then (5.5) gives (2.47), becausēm(s) goes exponentially fast tomβ

ass → ∞, as proven in [12]. We have thus completed the proof of theorem 2.5.3�
Proof of theorem 2.5.1.We choosea so thatτ0 = na and we setG(2)

γ = Fγ,a,ζ (n, C) then
from theorem 3.5.0 we have

Pγ
µ0

(
σ(·, λ−2τ0) ∈ G(2)

γ

)
> 1 − ε .

Equation (2.43) follows from theorem 3.4.0. �
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