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Homework 1 

Task: 

Write a program predict(TS,QS): OUT ; 

TS,QS, and OUT are text files where 

1. TS contains lines of n+1 integers separated by commas 

2. QS contains lines of n integers and a "?" in the last position 

3. OUT contains lines of n+1 integers 

The idea is that you make up a prediction/learning algorithm that decides what integer to choose 

to substitute for the "?" for each sample in the QS, given the feature values in the sample and the 

information in the TS.  

 

Idea learning process (algorithm) 

For this homework as a learning algorithm I’ve chosen least squares method. This 

approach is a standard method in regression analysis and could be applied to current task as well. 

 Let (𝑥𝑖1, … , 𝑥𝑖𝑘 , 𝑦𝑖) ∈ 𝑅
𝑘+1, 𝑖 = 1,…𝑛 – training set (TS) of n samples with power of 

sample space equal to k + 1. And for each sample 𝑥𝑖 = (𝑥𝑖1, … , 𝑥𝑖𝑘) we have target 𝑦𝑖 ∈ 𝑅. 

Consider function  

𝑓 = 𝑓(𝑥) = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2
2 +⋯+ 𝑎𝑘𝑥𝑘

𝑘, 𝑥 = (𝑥1, … , 𝑥𝑘 ) 

as a way to finding our target 𝑦𝑖 for given 𝑥𝑖: 

𝑦𝑖 = 𝑓(𝑥𝑖) = 𝑎0 + 𝑎1𝑥𝑖1 + 𝑎2𝑥𝑖2
2 +⋯+ 𝑎𝑘𝑥𝑖𝑘

𝑘 

So, our learning process is equal to finding coefficients 𝑎𝑗 , 𝑗 = 0, … , 𝑘 such that 

𝑆(𝑎0, … , 𝑎𝑘) = ∑ (𝑓(𝑥𝑖) − 𝑦𝑖)
2𝑛

𝑖=1 → 𝑚𝑖𝑛  

In other words 
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Let compute partial derivatives of S in respect to 𝑎𝑗 , 𝑗 = 0,… 𝑘 
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By solving the system of equation above by using Gaussian elimination method, we will get 

coefficients 𝑎𝑗 , 𝑗 = 0,… , 𝑘. 

 The error function that was used: 

𝐸 =∑|𝑓(𝑥𝑖) − 𝑦𝑖|

𝑛

𝑖=1

 

 

Implementation details 

For developing this learning algorithm I used C# programming language. File with source 

called Program.cs and it is in a folder called MachineLearning_T1. Also in the root of *.zip you 

will find: 

- TS.txt – contains training set (300 samples) 

- QS.txt – contains queries 

- OUT.txt – contains output of learning process by given queries. 

Total error for given samples 𝐸 = 97; average error: 
𝐸

|𝑇𝑆|
=

97

300
≈ 0.32 


