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Abstract

In this paper, an adapted numerical scheme for reaction-diffusion problems generating
periodic wavefronts is introduced. Adapted numerical methods for such evolutionary
problems are specially tuned to follow prescribed qualitative behaviors of the solutions,
making the numerical scheme more accurate and efficient as compared with traditional
schemes already known in the literature. Adaptation through the so-calledexponential
fitting techniqueleads to methods whose coefficients depend on unknown parameters
related to the dynamics and aimed to be numerically computed. Here we propose a
strategy for a cheap and accurate estimation of such parameters, which consists essen-
tially in minimizing the leading term of the local truncation error whose expression is
provided in a rigorous accuracy analysis. In particular, the presented estimation tech-
nique has been applied to a numerical scheme based on combining an adapted finite
difference discretization in space with an implicit-explicit time discretization. Numer-
ical experiments confirming the effectiveness of the approach are also provided.

Keywords: Reaction-diffusion problems, periodic plane wave solutions,
trigonometrical fitting, parameter estimation, adapted method of lines, IMEX
methods.

1. Introduction

The work is focused on the numerical solution of nonlinear reaction-diffusion prob-
lems

∂u
∂t
= d1

∂2u
∂x2
+ f1(u, v),

∂v
∂t
= d2

∂2v
∂x2
+ f2(u, v),

(1.1)

whered1 > 0 andd2 > 0 are the diffusion coefficients andu, v : [0,∞)×[0,T] −→ R are
state variables denoting, for example, the concentrationsof two interacting biological
species. The nonlinearity in the reaction term [f1(u, v), f2(u, v)]T is generally due to the
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occurrence of feedbacks, whereby a component influences (positively or negatively) its
evolution or the evolution of the other constituents.

These problems are widely used in applications involving oscillatory dynamical
systems (compare, for instance, [14, 15, 25, 26, 27, 28, 29, 30] and references therein),
because their dynamics is typically characterized by the generation of wavefronts [19].
Hence, since the main feature of these systems is the wave behavior of their funda-
mental solutions, it is worth assessing numerical schemes which accurately reproduce
it in the discretized dynamics. In particular, we aim to overcome a classic gap of stan-
dard numerical methods for oscillatory evolutionary problems, i.e. their requirement
of employing a very small stepsize to accurately reproduce an oscillatory dynamics,
due to the fact that they are thought asgeneral purposeformulae developed in order
to be exact (within round-off error) on polynomials up to a certain degree. When the
exact solution of a problem has a particular a-priori known behavior (e.g. periodic,
oscillatory in time and space, exponentially decaying), itmay be more convenient to
use fitted formulae that are exact on functions other than polynomials: this technique
is nowadays well-known asexponential fitting(see [18, 20] and references therein)
and the chosen basis functions are normally assumed to belong to a finite-dimensional
space calledfitting space. The fitting space is selected according to the a-priori known
information about the exact solution and, as a direct consequence of this choice, the
basis functions also depend on parameters related to the solution (e.g. the frequency of
the oscillations for oscillatory problems), whose values are clearly unknown.

Briefly, the main challenges connected to a significant use ofexponentially fitted
methods are the choice of an appropriate fitting space and theaccurate estimate of
the unknown parameters. This paper focuses on this last problem, by proposing an
estimation strategy based on minimizing the leading term ofthe local truncation error.

The numerical scheme presented here is obtained extending the ideas introduced
in [11] for λ-ω systems to a general reaction-diffusion system (1.1): it consists in a
spatial discretization of the (1.1) through trigonometrically fitted finite differences and
the time integration of the resulting system of ordinary differential equations, having
the expression

y′ = Ay+ f (y),

whereA is a matrix whose size depends on the number of spatial grid points andf (y) is
a vector-valued function. We focus on systems having a stiff component (arising from
the diffusion term) and a relatively nonstiff one (coming from the reaction term).

Due to this mixed nature, we follow the path drawn in the existing literature (see,
for instance, [1, 2, 3, 4, 21, 31] and references therein) by using an implicit-explicit
(IMEX) numerical method that implicitly integrates the stiff terms and explicitly in-
tegrates the other ones. For the numerical integration of the system, a totally explicit
method would require strong restrictions on the stepsize inorder to guarantee the sta-
bility because of the stiffness. On the other side, a fully implicit method would better
treat the stiffness but would be more expensive than an explicit one in orderto ac-
curately handle the nonlinearity. Hence, it may be convenient to use IMEX methods
because they implicitly integrate only the components thatneed it (stiff constituents)
and explicitly integrate the other ones, with benefits in terms of stability and efficiency.
Such a benefit, in the context of reaction-diffusion and advection-diffusion problems,
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has been highlighted, for instance, in [21, 31] and references therein.
In summary, we develop a problem-oriented numerical schemefor a general reaction-

diffusion system, described in Section 2, while Sections 3 and 4 provide an error analy-
sis of the method and propose an estimate of the unknown parameters. Section 5 shows
numerical experiments confirming the effectiveness of the approach; finally, Section 6
is devoted to concluding remarks.

2. Adapted numerical scheme

The numerical scheme we propose, extending the ideas in [5, 6, 7, 10, 11, 12], relies
on a finite difference spatial discretization of the problem, by means of anadapted
method of lines. Thus, as a first necessary step, we need to specify our numerical
domain: indeed, the state variablesuandv in (1.1) are defined in an unbounded domain,
but we numerically integrate the system (1.1) in its boundedcounterpart

D := [0, X] × [0, T] , (2.2)

whereX is chosen large enough that any increase would only have negligible effects on
the solution. Following the method of lines (see [17, 22, 23]and references therein),
we spatially discretize the domain (2.2)

Dh = {(xi , t) : xi = i h, i = 0, . . . ,N − 1, h = X/(N − 1)} ,

whereh is the spatial stepsize. Then, the spatially discretized version of (1.1) with
initial conditions

u(x, 0) = ψ1(x), v(x, 0) = ψ2(x), (2.3)

and suitable boundary conditions assumes the form

u′0(t) = ζ1(t), (2.4a)

v′0(t) = ζ2(t), (2.4b)

u′ i(t) = d1∆n[ui(t), h] + f1(ui(t), vi(t)), i = 1, . . . ,N − 2, (2.4c)

v′ i(t) = d2∆n[vi(t), h] + f2(ui(t), vi(t)), i = 1, . . . ,N − 2, (2.4d)

u′N−1(t) = η1(t), (2.4e)

v′N−1(t) = η2(t), (2.4f)

whereui(t) = u(xi , t) andvi(t) = v(xi , t) for i = 0, . . . ,N−1, the functionsζ1, ζ2, η1 and
η2 are determined by the spatial discretization of boundary conditions and∆n[φi(t),h]
(with φi(t) = ui(t) or φi(t) = vi(t)) is the n-point finite difference formula used to
approximate the spatial second derivatives. The system (2.4) is also equipped by initial
conditions

ui(0) = ψ1(xi), vi(0) = ψ2(xi), i = 0, . . . ,N − 1. (2.5)

General purpose formulae for the numerical approximation of derivatives are con-
structed in order to be exact (within round-off error) on polynomials up to a certain
degree. However, the resulting methods could require a verysmall stepsize in order
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to follow the prescribed oscillations of the solution in case of problems generating pe-
riodic wavefronts. For this reason, as in [10, 11], we approximate the second spatial
derivatives of functionsu and v in (1.1) by the adapted three-point finite difference
formula

∆3[φi(t),h] =
1
h2

(a0(z) φi+1(t) + a1(z) φi(t) + a2(z) φi−1(t)) , (2.6)

wherez = µh, whose coefficients are calculated in order to achieve the exactness
(within round-off error) on functions belonging to the fitting space

F = {1, sin(µ x), cos(µ x)}, (2.7)

with spatial frequencyµ ∈ R. We observe that this choice is motivated by the period-
icity of the exact solution, a-priori known. Thus, as shown in [10], the expressions of
the coefficientsa0, a1 anda2 are

a0(z) =
z2

2(1− cosz)
= a2(z), a1(z) = − z2

1− cosz
. (2.8)

Such coefficients are no longer constant, as in general purpose formulae, but depend
on the parameterµ. In general,z , 0 becauseh , 0 and the frequency is not null in
case of periodic solutions. Moreover, whenz tends to 0, the variable coefficients (2.8)
tend to the classic ones

a0 = a2 = 1, a1 = −2. (2.9)

Therefore, the trigonometrically fitted formula preservesthe second order of accuracy
of the corresponding classic one, as shown in [10].
With regards to the time integration, we recast the system (2.4c)-(2.4d) in a more com-
pact form:

U′(t) = d1 A(z)U(t) + F1(U(t),V(t)),

V′(t) = d2 A(z)V(t) + F2(U(t),V(t)),
(2.10)

with

U(t) =



































u1(t)
u2(t)
...

uN−2(t)



































, F1(t) =



































f1(u1(t), v1(t))
f1(u2(t), v2(t))

...

f1(uN−2(t), vN−2(t))



































,

V(t) =



































v1(t)
v2(t)
...

vN−2(t)



































, F2(t) =



































f2(u1(t), v1(t))
f2(u2(t), v2(t))

...

f2(uN−2(t), vN−2(t))



































,

γ(z) =
z2

2(1− cosz)
, A(z) =

γ(z)
h2













































a1,1 a1,2

1 −2 1
. . .

. . .

1 −2 1
aN−2,N−3 aN−2,N−2




























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
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,
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where the first and the last row ofA(z) are obtained by the spatial discretization of
boundary conditions.

The terms in (2.10) exhibit a different nature: indeed, the one coming from the
diffusion term is typically stiff, while that arising from the reaction component is as-
sumed to be relatively nonstiff. As highlighted in Section 1, it may be convenient to
use IMEX methods because they implicitly integrate only stiff components and explic-
itly integrate the others (see [1, 2, 3, 4, 31] and referencestherein), with a benefit in
terms of efficiency in comparison with fully implicit methods, as well ason stability in
comparison with explicit methods.
Thus, we consider a uniform time grid ofM points

t j = j k, j = 0,1, . . . ,M − 1,

in [0, T], with the time stepk, and we apply the linear first order IMEX-Euler method
[2]

φ j+1
= φ j

+ k G(φ j+1) + kF(φ j), (2.11)

whereG represents the diffusion term andF the reaction one. Hence, the numerical
scheme for (2.10) is

U j+1
= U j

+ k d1 A j+1U j+1
+ k F1(U j ,V j),

V j+1
= V j

+ k d2 A j+1V j+1
+ k F2(U j ,V j),

(2.12)

or, in a more compact form,

W j+1
=W j

+ kA j+1W j+1
+ k F(W j), (2.13)

where

W =

[

U
V

]

, A j+1
=

[

d1A j+1

d2A j+1

]

, F =

[

F1

F2

]

.

The matrixA depends on the parameterµwhich has to be approximated. The selection
strategy is object of the following sections.

3. Accuracy analysis

We now provide an accuracy analysis of the method (2.13), denoted asIMEX-EF
in the remainder of the paper. In particular, Theorem 3.1 shows that the order of con-
sistency of the numerical scheme isO(z2) + O(k). This result is coherent with the
expectations since the fitted finite difference formula employed to approximate spatial
derivatives has order 2 and depends onzand the IMEX-Euler method has order 1.

Theorem 3.1. The IMEX-EF method(2.13) is consistent with the problem(1.1) and
the order of consistency isO(z2) + O(k), where z= µh as in (2.8) with spatial grid
width h and k is the time stepsize.
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Proof: The local truncation error at the (i, j + 1)-grid point is

P i, j+1
h,k [φ] =

φ(xi , t j+1) − φ(xi , t j)

k
− fφ

(

u(xi , t j), v(xi , t j)
)

−
γ(z) dφ

h2

(

φ(xi+1, t j+1) − 2φ(xi , t j+1) + φ(xi−1, t j+1)
)

,

(3.14)

whereφ = u or φ = v and

dφ = d1 and fφ = f1 if φ = u,

dφ = d2 and fφ = f2 if φ = v.

We compute the following Taylor series expansions in order to appropriately rewrite
the residual operator (3.14)

φ(xi , t j+1) = φ(xi , t j) + k

(

∂φ

∂t

)

i, j

+
k2

2

(

∂2φ

∂t2

)

i, j

+ O(k3), (3.15a)

φ(xi+1, t j+1) = φ(xi , t j+1) + h

(

∂φ

∂x

)

i, j+1

+
h2

2

(

∂2φ

∂x2

)

i, j+1

+ O(h3), (3.15b)

φ(xi−1, t j+1) = φ(xi , t j+1) − h

(

∂φ

∂x

)

i, j+1

+
h2

2

(

∂2φ

∂x2

)

i, j+1

+ O(h3), (3.15c)

(

∂2φ

∂x2

)

i, j+1

=

(

∂2φ

∂x2

)

i, j

+ k

[

∂

∂t

(

∂2φ

∂x2

)]

i, j

+
k2

2

[

∂2

∂t2

(

∂2φ

∂x2

)]

i, j

+ O(k3). (3.15d)

We next reformulate the equation (3.15a) as follows

φ(xi , t j+1) − φ(xi , t j)

k
=

(

∂φ

∂t

)

i, j

+
k
2

(

∂2φ

∂t2

)

i, j

+ O(k2), (3.16)

and we sum (3.15b) and (3.15c), taking into account (3.15d):

φ(xi+1, t j+1)−2φ(xi , t j+1) + φ(xi−1, t j+1) =

h2

(

∂2φ

∂x2

)

i, j

+ h2k

[

∂

∂t

(

∂2φ

∂x2

)]

i, j

+ O(k2h2) + O(h4).

We now expandγ(z) in power series, obtaining

γ(z) = 1+
z2

12
+

z4

240
+ O(z6).
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Hence, the local truncation error (3.14) becomes

P i, j+1
h,k [φ] =

(

∂φ

∂t

)

i, j

+
k
2

(

∂2φ

∂t2

)

i, j

+ O(k2) − fφ(u(xi , t j), v(xi , t j))

−
dφ
h2

[

1+
z2

12
+ O(z4)

] 











h2

(

∂2φ

∂x2

)

i, j

+ h2k

(

∂

∂t

(

∂2φ

∂x2

))

i, j

+ O(h2k2) + O(h4)













=

(

∂φ

∂t

)

i, j

− fφ(u(xi , t j), v(xi , t j)) − dφ

(

∂2u
∂x2

)

i, j

+ O(k2)

+ k













1
2

(

∂2φ

∂t2

)

i, j

− dφ

(

∂

∂t

(

∂2φ

∂x2

))

i, j













+ O(h2)

− dφ

[

z2

12
+ O(z4)

] 











(

∂2φ

∂x2

)

i, j

+ k

(

∂

∂t

(

∂2φ

∂x2

))

i, j

+ O(k2) + O(h2)













.

Sinceφ(x, t) is the exact solution of the problem (1.1), the following equation is verified
(

∂φ

∂t

)

i, j

− dφ

(

∂2φ

∂x2

)

i, j

− fφ(u(xi , t j), v(xi , t j)) = 0,

and the local truncation error assumes the expression

P i, j+1
h,k [φ] = k













1
2

(

∂2φ

∂t2

)

i, j

− dφ

(

∂

∂t

(

∂2φ

∂x2

))

i, j













+ O(k2) + O(h2)

− dφ
z2

12

(

∂2φ

∂x2

)

i, j

+ O(z4)

− dφ

[

z2

12
+ O(z4)

] 











k

(

∂

∂t

(

∂2φ

∂x2

))

i, j

+ O(k2) + O(h2)













= O(k) + O(z2).

�

Theorem 3.1 is fundamental to prove the convergence of the numerical scheme
(2.12), as shown in the following theorem:

Theorem 3.2. Suppose that the vector valued function F(W(·, t j)) is smooth enough
and satisfies the bound

‖∇F‖2 ≤ Fmax.

Then, the global error
E j+1

=W(·, t j+1) −W j+1

fulfills the bound
∥

∥

∥E j+1
∥

∥

∥

2
≤

j+1
∑

s=1

(1+ k Fmax)
j+1−s

∥

∥

∥

∥

R(s)
h,k

∥

∥

∥

∥

2

with R( j+1)
h,k = O(k) + O(z2). In other terms, under the above hypothesis, theIMEX-EF

method(2.13)is convergent.
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Proof: The discretization error in a fixed time grid pointt j+1 is

E j+1
=W(·, t j+1) −W j+1, (3.17)

whereW(·, t j+1) is the exact solution int j+1. Consistency of the method (see Theorem
3.1) implies that

W(·, t j+1) =W(·, t j) + kAW(·, t j+1) + k F(W(·, t j)) + R( j+1)
h,k , (3.18)

whereR( j+1)
h,k = O(k) + O(z2).

Hence, the discretization error (3.17) becomes

E j+1
=W(·, t j) + kAW(·, t j+1) + k F(W(·, t j)) + R( j+1)

h,k −
−W j − kAW j+1 − k F(W j)

= E j
+ kA E j+1

+ k [F(W(·, t j)) − F(W j)] + R( j+1)
h,k .

(3.19)

Since (I− kA)−1 is non-singular, the discretization error int j+1 is

E j+1
= (I − kA)−1

(

E j
+ k

(

F(W(·, t j)) − F(W j)
)

+ R( j+1)
h,k

)

, (3.20)

which leads to the following relation

∥

∥

∥E j+1
∥

∥

∥

2
≤

∥

∥

∥(I − kA)−1
∥

∥

∥

2

(

∥

∥

∥E j
∥

∥

∥

2
+ k

∥

∥

∥F(W(·, t j)) − F(W j)
∥

∥

∥

2
+

∥

∥

∥

∥

R( j+1)
h,k

∥

∥

∥

∥

2

)

. (3.21)

SinceF is smooth enough for hypothesis, we can apply the mean value theorem:
∥

∥

∥F(W(·, t j)) − F(W j)
∥

∥

∥

2
= ‖∇F‖2

∥

∥

∥W(·, t j) −W j
∥

∥

∥

2
= ‖∇F‖2

∥

∥

∥E j
∥

∥

∥∞ .

Moreover, the assumption‖∇F‖2 ≤ Fmax leads to
∥

∥

∥F(W(·, t j)) − F(W j)
∥

∥

∥

2
≤ Fmax

∥

∥

∥E j
∥

∥

∥

2
. (3.22)

In order to bound
∥

∥

∥(I − kA)−1
∥

∥

∥

2
, we observe that

(I − kA)−1
= QT(I − kAλ)

−1Q,

whereQ is an orthogonal matrix andAλ is a diagonal matrix having the eigenvalues of
A on the diagonal. We next recall that‖Q‖2 = 1 = ‖QT‖2 and the eigenvalues ofA

λk = −dφ
4γ(z)

h2
sin2

(

kπ
2(N − 1)

)

≤ 0, k = 1,2, . . . ,N − 2,

so the following bound holds

∥

∥

∥(I − kAλ)
−1

∥

∥

∥

2
= ρ((I − kA)−1) =

1
1− kλmax

≤ 1, (3.23)
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whereλmax is the eigenvalue ofA with the highest modulus. Therefore, the norm of
the discretization error is given by

∥

∥

∥E j+1
∥

∥

∥

2
≤

∥

∥

∥E j
∥

∥

∥

2
+ k

∥

∥

∥F(W(·, t j)) − F(W j)
∥

∥

∥

2
+

∥

∥

∥

∥

R( j+1)
h,k

∥

∥

∥

∥

2

≤ (1+ k Fmax)
∥

∥

∥E j
∥

∥

∥

2
+

∥

∥

∥

∥

R( j+1)
h,k

∥

∥

∥

∥

2
.

(3.24)

We recursively apply this relation until the discretization error at first step appears, as
follows:

∥

∥

∥E j+1
∥

∥

∥

2
≤ (1+ k Fmax)

2
∥

∥

∥E j−1
∥

∥

∥

2
+ (1+ k Fmax)

∥

∥

∥

∥

R( j)
h,k

∥

∥

∥

∥

2
+

∥

∥

∥

∥

R( j+1)
h,k

∥

∥

∥

∥

2

. . . ≤ (1+ k Fmax)
j+1

∥

∥

∥E0
∥

∥

∥

2
+

j+1
∑

s=1

(1+ k Fmax)
j+1−s

∥

∥

∥

∥

R(s)
h,k

∥

∥

∥

∥

2

Since
∥

∥

∥E0
∥

∥

∥

2
= 0, we obtain for eachj

∥

∥

∥E j+1
∥

∥

∥

2
≤

j+1
∑

s=1

(1+ k Fmax)
j+1−s

∥

∥

∥

∥

R(s)
h,k

∥

∥

∥

∥

2
−−−−→
h,k→0

0.

�

4. Parameter selection

This section is devoted to introducing a selection strategyfor the estimation of the
parameterµ in (2.7), necessary for the computation of the coefficients (2.8). This is a
crucial problem in applying exponentially fitted methods (see [18, 20] and references
therein), because their coefficients are no longer constant as it happens for traditional
methods based on algebraic polynomials, but depend on the values of unknown pa-
rameters. The problem of estimating the parameters has beenhandled, up to now, by
minimizing or annihilating the principal term of the local truncation error associated to
the method (see [8, 9, 16, 18, 20] and references therein). Weaim to follow a similar
path, i.e. we estimate the value ofµ by minimizing the leading term of the local trunca-
tion error, whose expression in each grid point is provided in the proof of the Theorem
3.1, as follows:

P i, j+1
h,k [φ] =k













1
2

(

∂2φ

∂t2

)

i, j

−
(

∂

∂t

(

∂2φ

∂x2

))

i, j













+ O(k2) + O(h2)

− dφ
z2

12

(

∂2φ

∂x2

)

i, j

+ O(z2k) + O(z4),

(4.25)

whereφ = u or φ = v, dφ = d1 if φ = u and dφ = d2 if φ = v andz = µh. Its
µ-dependent leading term is

T i, j+1(µ) = −dφ
µ2h2

12

(

∂2φ

∂x2

)

i, j

. (4.26)
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We recall that the exact solutionφ relies on the parameterµ because in a problem-
oriented approach it is assumed to belong to the space spanned by the basis functions
(2.7). Since we want to minimize (4.26), we approximate the spatial second derivative
by the fitted finite difference formula (2.6) with coefficients (2.8):

T
i, j+1

(µ) = dφ
µ2z2

(

2φ j
i − φ

j
i+1 − φ

j
i−1

)

24(1− cosz)
. (4.27)

Therefore, we can calculate the optimal parameter in each inner grid point by min-
imizing the function (4.27). In order to perform such a minimization we compute the
first derivative of (4.27) with respect toµ

dT
i, j+1

dµ
(µ) = dφ

z2
(

2φ j
i − φ

j
i+1 − φ

j
i−1

)

24
µ (4(1− cosz) − zsinz)

(1− cosz)2
, (4.28)

and annihilate it. Since
dφ z2

24(1− cosz)2
> 0,

andµ , 0, we solve the nonlinear equation

(4(1− cosz) − zsinz)
(

2φ j
i − φ

j
i+1 − φ

j
i−1

)

= 0.

As also shown in Figure 1, the function

D(z) = 4(1− cosz) − zsinz

has roots inz= 0,±2π,±8.55, . . . . Therefore, we can select

µi, j+1 = ±
8.55

h

as points of relative minimum forT
i, j+1

.
In order to improve this estimate by adding a correction term, we assume that

α2
i, j

h2
≤ 1, (4.29)

whereαi, j = 2φ j
i − φ

j
i+1 − φ

j
i−1, such that the following relation holds

∣

∣

∣T i, j+1(µi, j+1)
∣

∣

∣ =

∣

∣

∣

∣

∣

∣

−
(

∂2φ

∂x2

)

i, j

∣

∣

∣

∣

∣

∣

dφ
β2

12
≥

∣

∣

∣

∣

∣

∣

−
(

∂2φ

∂x2

)

i, j

∣

∣

∣

∣

∣

∣

dφ
β2

12

α2
i, j

h2
, (4.30)

whereβ = 8.55. Therefore, the leading term (4.26) of the local truncation error is

smaller in modulus when it is evaluated inµi, j+1 =
β

h2
αi, j . Hence, we propose an

estimation of the optimal parameter relying on the additional grid-dependent correction

term
αi, j

h
, i.e.

µOPT
i, j+1 =

8.55
h2

αi, j . (4.31)
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Figure 1: Plot ofD(z) = 4(1−cosz)−zsinz, wherez= µh, µ is the parameter which the basis functions (2.7)
depend on andh is the spatial stepsize. The study of this function is necessary for the parameter selection
presented in Section 4.

It is important to highlight that the proposed estimation (4.31) only depends on values
already computed and does not require the further solution of nonlinear equations or
minimization problems in applying the numerical scheme, asit happens, for instance,
in [8, 9, 16]. Moreover, we remark that condition (4.29) doesnot impose any further
strict restrictions on the stepsize. Therefore, the presented parameter selection does
not increase a lot the computational cost. Moreover, the proposed estimate is adapted
to the numerical scheme because it is obtained by minimizingthe corresponding local
truncation error. Finally, although the frequency of the oscillations in the exact solution
is constant, the parameter is computed at each grid point, sothe estimate is accurately
tuned to the problem (as also shown in Figure 2 and Figure 6), and an extreme accu-
mulation of the global error is avoided.

5. Numerical experiments

We now show the numerical evidence arising from the integration of some test
reaction-diffusion systems by means of theIMEX-EF method (2.13). In each consid-
ered test, we prove that the term coming from the diffusion exhibits an higher stiffness
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than the component arising from the reaction, so an IMEX integration is worthwhile.
For this purpose, we compute the stiffness ratio of the matrixA arising from the dis-
cretization of the diffusion term, as follows:

Rd f =
|Re(λ)|
|Re(λ)| =

sin2

(

π (N − 2)
2(N − 1)

)

sin2

(

π

2(N − 1)

) , (5.32)

whereλ andλ are the eigenvalues of the matrixA such that

|Re(̄λ)| ≥ |Re(λi)| ≥ |Re(λ)|, i = 1, . . . ,N − 2.

On the other hand, we calculate the stiffness ratioRrt of the Jacobian matrix related to
the reaction term in order to study the stiffness of this component.
In the remainder of this section, we refer to the method (2.13) presented in this paper as
IMEX-EF. On the other side, we callIMEX-classic the scheme obtained by discretizing
in space the system of PDEs through the method of lines and thetraditional three-point
finite difference formula and then integrating in time the resulting system of ODEs by
means of the IMEX Euler method (2.11). We remark that the classic three-point finite
difference formula is constructed in order to be exact (within round-off error) on poly-
nomials up to a certain degree and its coefficients are reported in Equation (2.9).

5.1. Linear test problem

We consider the following test reaction-diffusion problem

∂u
∂t
=
∂2u
∂x2
+ u,

∂v
∂t
=
∂2v
∂x2
+ v+ 1,

(5.33)

with u, v : [0, 4π] × [0,1] −→ R, with initial conditions

u(x,0) = sinx, v(x,0) = cosx− 1, (5.34)

and homogeneous Dirichlet boundary conditions

u(0, t) = 0, v(0, t) = 0, u(4π, t) = 0, v(4π, t) = 0. (5.35)

The exact solution
u(x, t) = sinx, v(x, t) = cosx− 1 (5.36)

oscillates in space with a spatial frequency equal to 1, so the use of the trigonometrical
fitting space (2.7) is justified and the exact value for the parameterµ is equal to the
spatial frequency, i.e.µexact = 1. Moreover, the stiffness ratio of the Jacobian matrix
related to the reaction term is equal to 1, whereas the stiffness ratio (5.32) of the matrix
A arising from the discretization of the diffusion term increases with the number of
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Method h Rdf Timing [s] Error

IMEX-EF π/5 161.4 10.8 4.9 · 10−16

IMEX-classic π/5 161.4 5.4 3.3 · 10−2

IMEX-classic π/10 647.8 8.5 8.2 · 10−3

IMEX-classic π/20 2.6 · 103 17.3 2.0 · 10−3

IMEX-classic π/40 1.0 · 104 37.8 5.1 · 10−4

Table 1: Comparison between theIMEX-EF (2.13) joined with the exact value for the parameterµexact =

1 and the corresponding classic IMEX in terms of spent time and error for the numerical integration of
system (5.33) provided with the initial conditions (5.34) and boundary conditions (5.35). The error has been
computed as difference with respect to the exact solution (5.36). In all the presented tests, the time stepsize is
k = 0.01 andRd f is the stiffness ratio (5.32) of the matrixA arising from the discretization of the Laplacian
operator.

grid pointsN, as it is shown in Table 1. Therefore, the diffusion term is much more
stiff than the reaction one and the adoption of an IMEX integrationis justified.
Table 1 also shows that theIMEX-EF scheme is extremely more accurate than the
IMEX-classic. Moreover, the classic scheme does not achieve the same accuracy of
IMEX-EF when it takes the same time (see Table 1 forh = π/10 andh = π/20). For
this reason, when the exact value for the parameter is available, it appears clear that
IMEX-EF is much more convenient. However, the error drastically increases if the
value of parameterµ is far from the exact valueµexact = 1, as it is exhibited in Table
2. In particular, we observe that forµ = 0.2 IMEX-EF achieves a similar accuracy
with respect to the classic one, but dramatically increasing the computational cost.
Therefore, the advantages of an adapted scheme are stronglyinfluenced by the value
of the parameterµ, so a proper strategy is required to estimate this parameter, when it
is unknown. Table 2 shows thatIMEX-EF combined with the estimate (4.31) proposed
in Section 4 is as accurate as the same scheme joined with the exact value, but it is
obviously more expensive because it requires the computation of the parameter at each
grid point. Finally, in Figure 2 we observe that the estimated paramater is generally
close to the exact value (µ = 1) and the fact that the estimate is point-wise avoids the
increase of the error in those cases when the parameters is far from 1.

5.2. λ-ω problems

Among reaction-diffusion problems, the so-calledλ-ω systems represent one of the
most studied classes [14, 15, 19, 24, 25], especially for their important property of
generating periodic plane waves. In general, they have the following expression:

∂u
∂t
= d1

∂2u
∂x2
+ λ(r)u− ω(r)v,

∂v
∂t
= d2

∂2v
∂x2
+ ω(r)u+ λ(r)v,

(5.37)
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Method µ Timing [s] Error

IMEX-EF 1 40.7 4.9 · 10−16

IMEX-EF 0.8 92.9 7.3 · 10−4

IMEX-EF 0.2 92.6 2.0 · 10−3

IMEX-classic − 17.3 2.0 · 10−3

IMEX-EF opt 71.9 4.9 · 10−16

Table 2: Accuracy and efficiency of theIMEX-EF scheme (2.13) according to the value for the parameterµ

within the numerical integration of the system (5.33) equipped with initial conditions (5.34) and boundary
conditions (5.35). These results have been compared with that ones obtained with the classic IMEX scheme,
the IMEX-EF scheme applied with the exact value for the parameter (µexact = 1) and theIMEX-EF scheme
joined with the estimated value for the parameterµ (4.31). In this test, the time stepsize isk = 0.01 and the
spatial mesh width ish = π/20.

with u, v : [0,∞) × [0, T] −→ R, r =
√

u2 + v2, ω(0) > 0, λ(0) > 0. The nonlinearity
visible in the reaction term is governed by the functionsλ(r) andω(r) which are usually
chosen as in [24]:

λ(r) = λ0 − r p, ω(r) = ω0 − r p, p > 0, λ0 > 0, ω0 > 0. (5.38)

We solve the system (5.37) equipped by the following initialdata decaying exponen-
tially in space on the semi-infinite domain [0,∞)

u(x,0) = v(x,0) = ξ1 exp(−ξ2x), (5.39)

and mixed boundary conditions

∂u
∂x

(0, t) =
∂v
∂x

(0, t) = 0, lim
x→+∞

u(x, t) = lim
x→+∞

v(x, t) = 0. (5.40)

As proved in [19], the exact solution of (1.1) can be parametrized as

u(x, t) = r̂ cos(ω(r̂)t ±
√

λ(r̂)x), v(x, t) = r̂ sin(ω(r̂)t ±
√

λ(r̂)x), (5.41)

with r̂ ∈ R such thatλ(r̂) > 0. It depends on the parameter ˆr, so it is actually not
computable. However, it is important to realize that it is a periodic plane wave, so
it has constant shape and speed and oscillates both in space and in time, so it can be
convenient to employ trigonometrically fitted formulae. Moreover, the stiffness ratio
(5.32) of the matrixA coming from the discretization of the Laplacian operator ismuch
higher than the stiffness ratio of the Jacobian matrix related to the reaction term: for
instance, ifh = 1 andk = 0.5, the stiffness ratio of the diffusive term is equal to 9118.2,
while that of the reactive part is equal to 12.9. These features make the problem a good
candidate for the adoption of theIMEX-EF (2.13) adapted method.
Following the ideas exposed in Section 2, we solve the problem in the domain [0, X] ×
[0, T] whereX is large enough so that its further increases have negligible effects on
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Figure 2: Estimated parameterµ for both componentsu (on the top) andv (on the bottom) of the solution in
each grid point computed by the formula (4.31) according the optimization strategy described in Section 4,
within the numerical integration of the system (5.33) equipped with initial conditions (5.34) and boundary
conditions (5.35), and withh = π/20 andk = 0.01.

the solution. Thus, we reformulate the boundary conditionsas follows

∂u
∂x

(0, t) =
∂v
∂x

(0, t) = 0, (5.42a)

u(X, t) = v(X, t) = 0. (5.42b)
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We apply the method (2.13) with

A(z) =
γ(z)
h2



































−2 2
1 −2 1
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, F =

[

ΛU −ΩV
ΩU + ΛV

]

,

Λ(r) =


































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






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
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,

and the following values for the parameters

d1 = 1 = d2, λ0 = 1, ω0 = 2, p = 1.8, ξ1 = 0.1, ξ2 = 0.8. (5.43)

The rectangular domain isD = [0, 150]× [0, 60]. It is useful to note that the spatial in-
terval is large enough to justify the use of boundary conditions (5.42) instead of (5.40).
For the application of method (2.13), we employ the parameter selection strategy dis-
cussed in Section 4, and compare this value with an additional estimate that can be
desumed by the parametrization of the exact solution (5.41), i.e.

µOPT
i j =

√

∣

∣

∣λ(r i j )
∣

∣

∣, (5.44)

where
r i j =

√

u2
i j + v2

i j , (5.45)

with ui j ≈ u(xi , t j), vi j ≈ v(xi , t j). Parameter estimation is performed in each grid point,
without heightening the computational cost of the solver atall. The reason why the
estimation is not performed just once, even if the solution has constant frequency, is
given by the fact that the numerical solution has not constant frequency, due to the
accumulation of error, thus it is reasonable to recompute the approximated parameter
point by point.
We observe that, for the numerical solution, the following relation holds

α2
i, j

h2
≤ 1,

which makes applicable the estimation strategy presented in Section 4.
For simplicity, we denote byIMEX-EF-PS the methodIMEX-EF (2.13) combined to
the problem-suggested estimate (5.44) andIMEX-EF-Opt the IMEX-EF method (2.13)
joined with the estimate (4.31) computed as described in Section 4.
Figure 3 and Figure 4 exhibit the profiles of the solutions computed by the afore-
mentioned methods (IMEX-EF-Opt and IMEX-EF-PS, respectively): we observe that
they generate wavefronts moving along the domain with constant speed and shape.
This behaviour is coherent with the expectations coming from previous studies (see
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[24]) and the comparison with the solution obtained by the Matlab routinepdepe (see
Figure 5). We recall that the Matlab routinepdepe is an automatic solver for the fol-
lowing class of PDEs:

c

(

x, t, φ,
∂φ

∂x

)

∂φ

∂t
= x−m ∂

∂x

(

xm f

(

x, t, φ,
∂φ

∂x

))

+ s

(

x, t, φ,
∂φ

∂x

)

,

provided with proper initial and boundary conditions. We remark that problem (5.37)
belongs to this class, by assuming

c

(

x, t, φ,
∂φ

∂x

)

= [1,1]T , f

(

x, t, φ,
∂φ

∂x

)

=

[

∂u
∂x
,
∂v
∂x

]T

,

s

(

x, t, φ,
∂φ

∂x

)

= [λ(r) u− ω(r) v, ω(r) u+ λ(r) v]T , m= 0.

The integration in space is carried out by employing finite differences depending on a
number of points automatically chosen on a mesh provided by the user. The resulting
system of ODEs is then solved through the Matlab routineode15s which selects both
timestep and solver automatically.

Figure 6 shows that the optimal estimate (4.31) follows the character of the problem
much better than the problem-suggested estimate (5.44), even if both give a reasonable
numerical solution. It is important to highlight that the estimate (5.44) requires the
knowledge of at least a parametrization of the exact solution, which is not always pos-
sible to be computed, while the estimate (4.31) does not needfurther a-priori known
information on the solution of the problem. Therefore, the numerical schemeIMEX-
EF-Opt can be thought as preferable with respect to the schemeIMEX-EF-PS.

Finally, Figure 7 and Figure 8 highlight that theIMEX-EF method is much more
stable than the corresponding classic one.

6. Conclusions

The work has focused on the numerical solution of reaction-diffusion system gen-
erating periodic wavefronts by means of a numerical scheme which relies on trigono-
metrically fitted finite differences for the space discretization and on an IMEX scheme
for the discretization in time. The adoption of trigonometrically fitted formulae is
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Figure 3: Numerical solutions ofλ−ω reaction-diffusion system (5.37), with functionsλ(r) andω(r) chosen
as in (5.38), initial conditions (5.39) and boundary conditions (5.42), computed by the new method (2.13)
with spatial stepsizeh = 0.3 and time stepsizek = 0.01 and the estimate (4.31) for the parameterµ presented
in Section 4. The solutionsu (on the top) andv (on the bottom) are depicted as functions of spacex at
successive timest, with a vertical separation proportional to the time interval.

suggested by the a-priori known oscillatory behaviour of the exact solution and may
guarantee a better balance between accuracy and efficiency with respect to classic
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Figure 4: Numerical solutions ofλ−ω reaction-diffusion system (5.37), with functionsλ(r) andω(r) chosen
as in (5.38), initial conditions (5.39) and boundary conditions (5.42), computed by the new method (2.13)
with spatial stepsizeh = 0.3 and time stepsizek = 0.01 and the problem-suggested estimate (5.44) for the
parameterµ. The solutionsu (on the top) andv (on the bottom) are depicted as functions of spacex at
successive timest, with a vertical separation proportional to the time interval.

methods. The used trigonometrically fitted finite differences depend on the values
of unknown parameters related to the solution that have to beaccurately estimated.
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Figure 5: Numerical solution ofλ − ω reaction-diffusion system (5.37), with functionsλ(r) andω(r) chosen
as in (5.38), initial conditions (5.39) and boundary conditions (5.42) computed by the Matlab routinepdepe
with spatial stepsizeh = 0.3 and a tolerance equal to 10−14. The solutionsu (on the top) andv (on the
bottom) are depicted as functions of spacex at successive timest, with a vertical separation proportional to
the time interval.

The proposed estimation strategy, presented in Section 4, is particularly tuned to the
numerical scheme, because it is based on minimizing the principal term of the corre-
sponding local truncation error. It is worth highlighting that such an estimation of the
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Figure 6: Estimated parameter in each grid point computed for the numerical integration of the system
(5.37) with functionsλ(r) andω(r) chosen as in (5.38), equipped by initial conditions (5.39)and boundary
conditions (5.42) and withh = 1 andk = 0.5. Top figure: estimated parameter computed by the formula
(4.31) described in Section 4. The parameter related to the componentu is depicted on the top, whereas the
parameter related to the componentv is represented on the bottom. Bottom figure: estimated parameter (the
same for both components) computed by employing the problem-suggested formula (5.44).

parameter does not require the employ of a minimization procedure or the solution of
nonlinear systems of equations at each step, as in [8, 9, 16],but totally relies on the
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Figure 7: Numerical solutions ofλ−ω reaction-diffusion system (5.37), with functionsλ(r) andω(r) chosen
as in (5.38), initial conditions (5.39) and boundary conditions (5.42) computed byIMEX-classic method
with spatial grid widthh = 3 and time stepsizek = 1.5. The componentu is depicted on the top and the
componentv is represented on the bottom.

application of Equation (4.31), hence without a significantincrement in the computa-
tional cost. Moreover, although the frequency of the oscillations in the exact solution
is constant, the parameter is computed at each grid point, such that the estimate is
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Figure 8: Numerical solutions ofλ−ω reaction-diffusion system (5.37), with functionsλ(r) andω(r) chosen
as in (5.38), initial conditions (5.39) and boundary conditions (5.42) computed byIMEX-EF method with
spatial grid widthh = 3 and time stepsizek = 1.5. The componentu is depicted on the top and the component
v is represented on the bottom.

particularly adapted to the problem and a strong accumulation of the global error is
avoided. Numerical experiments have shown the effectiveness of this approach, also
in comparison with traditional finite difference schemes. In particular, we mean that
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adapted schemes follow better the qualitative behaviour ofthe solutions. Finally, we
remark that the choice of a proper fitting space is crucial to exploit all the benefits of
exponential fitting strategy. Therefore, further contributions in this field will address
the open problem of creating a better match between the choice of the basis and the
estimate of the unknown parameters.
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