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Abstract—In this paper we introduce a form of cooperation have been recently introduced for improving MBR in dynamic
among agents based on exchanging sets of rules. In principle, applications where data arrive continuously [9].

the approach extends to agent societies a feature which is proper | It t setting h ther f £l .
of human societies, i.e., the cultural transmission of abilities. n a muiti-agent setung however, other forms of learning

However, acquiring knowledge from untrustworthy agents should €an be introduced that, though related to the classical,ones
be avoided, and the new knowledge should be evaluated accordingare specifically tailored to multi-agent systems (MAS) tspi

to its usefulness. After discussing the general principles of our gnd issues. For instance in [10], in order to recall praktica

approach, we present a prototypical implementation. solutions to coordination problems, agents learn cootdiha
procedures from execution traces and store them into a case-
I. INTRODUCTION base that is organized around expectations about othetsagen

Agents also learn better estimates for how likely individua
Adaptive autonomous agents are capable of adapting thgitions are to succeed in order to improve the quality of
behavior according to changes in the environment. Thefecisions when planning, communicating, and adaptingsplan
adap_tive agents must ta_ke_ pro_fit of past experiences usmg so | this paper we discuss a learning approach useful to
Iearnmg_ approach._As it is widely acknowledged, the eﬁecfmprove adaptive behavior in computational logic agents. W
of learning should include at least one of the following: assume that whatever the formalism, these agents have a

« The range of behaviors is expanded: the agent can dide-based knowledge base. The approach is centered on the

more. possibility of exchanging sets of rules between agentssé&he
« The accuracy on tasks is improved: the agent can @ets of rules can either define a procedure, or constitute a
things better. module for coping with some sort of situation, or be just a

« The speed is improved: the agent can do things fastersegment of a knowledge base. However, agents should then

According to [16] [2], three learning techniques are usabPee able to evaluate how usefu_l the new knowledge is. To this
extent, we propose two technigues.

to develop adaptive autonomous agents: reinforcement-lear ) ) ) )
The first technique associates to the acquired knowledge a

ing, models learning and classifier systems. = R >

. . . . . ssoecn‘lc objective, meaning that the new rules should hedp th
In reinforcement learning, the mechanism consists in as- L2 . .

aegent to reach that objective. After a while, the agent will

signing rewards (weights) tq actions that contribute to th Valuate whether (or to which extent) the objective has been
resolution of a problem. This approach has been used for o )
. . Lo reached. If the evaluation is unsatisfactory, the new kadgeé
instance to improve coordination between autonomous agen : . A ;
) ) ~“can be discarded. There is a clear similarity with reinforeat
[17]. In models learning, agents try to find causal relations_ . ; . .
i . T earning, where here the action that is to be evaluated is the
between their actions and the events occurring in the en-

. i 2 [ise of the new knowledge.
vironment. In general, they use either probabilistic mede , L .
or logical models. The original ideas by [16] have then The second technique consists in acquiring the same knowl-

been widely developed in various approaches. Inductiod (agd9€ from several other agents, and then comparing thegesul
also inductive logic programming) is often considered as |'€ comparison is made based on a meta-specification, i.e.,

particular form of models learning. Classification is thestoPased for instance on efficiency, or on a measure of sinyilarit

common form of automatic learning. In the agent context, &f the results. The comparison will state which versionsspas

agent can try to classify applicable rules by setting pliesi & given threshold, and which don’t. The unsatisfactory ones

and then updating these priorities according to the resuffdl be discarded.

achieved [12]. Memory-based reasoning (MBR) is based onlIn a real application, a directory agent can be employed so
the idea that if a given action took place in the past in @S to inform agents of where to find the required knowledge.
given situations and gave good results, it will be useful in aThis directory agent may in principle be notified of the

new situations’ similar to s. Incremental learning techniquesupdates of the level of trust performed by agents that have



acquired a piece of knowledge from a certain agent, and thus new knowledge (beliefs). As a particular case, there is a

compute and exhibit a value that represent thputation situation the agent is unable to cope with; for instance,
of that agent. To this aim, the directory agent will employ there is an exogenuos event that the agent does not
suitable algorithms (for instance those presented in [18]) recognize.

assess the past behavior of agents, so as to allow avoidanc® There is some kind of computation that the agent is
of untrustworthy agents in future. unable to perform.

In Section 2 we discuss the proposed approach at some\ssuming that the agent establishes that it cannot resort
length. In Sectlon 4 we present_a prototypical Implemeoltatl to cooperation to get its task performed, it can still resort
of the approach in the agent-orler_wt_ed programming languagecooperation in order to try to acquire the necessary piece
DALI [3] [6], after shortly summarizing the main DALI fea- of knowledge from another agent. The problems involved in
tures (Section 3). In DALI, all the above can take profit fronthis issue are at least the following: how to ask for what
the DALI communication architecture, that allows the agemihe agent needs; how to evaluate the actual usefulness of
to filter incoming and out-coming messages according to athe new knowledge; and, how this kind of acquisition can be
kind of constraint, including trust [5]. Then for instanec&w semantically justified in a logical agent.
knowledge will be learned by trusted agents only; succéssfu | this context, we make the simplifying assumption that
evaluation of the acquired knowledge can lead to an increaas&\ems speak the same language, and thus we overlook the
of the level of trust of the sending agent, while a decision tgoplem of ontologies that in an actual implementation woul
discard that knowledge can also result in a decrease of ourse arise. We also assume that, whatever the undgrlyin
level of trust. Moreover, the trial of different version dfet ¢5rmgalism, agents have a rule-based knowledge base. Two

same knowledge can be made in parallel, by exploiting thgssiple ways of asking other agents can be:
DALI children generation capability [7] that allows the age

to create sub-agents on specific tasks. « Ask by keyword, assuming that other agents have a way

of matching the keyword with a piece of knowledge.

Some kind of pattern-matching will have to be used by

an agent in order to establish whether it can answer a
Learning may allow agents to survive and reach their goals request.

in environments where a static knowledge is insufficienie Th « Ask by predicate name.

environmental context changes, cooperative or competitiv. an agent that would accept to give the requested knowl-

agents can appear or disappear, ask for information, ®quifjge, should answer by providing, together with the piece of

resources, propose unknown goals and actions. Then, aggisledge, some kind of “control” information that should
may try to improve their potentiality by interacting withher icjude at least:

entities so as to perform unknown or difficult tasks.

One of the key features of MAS is the ability of “sub-
contracting” computations to agents that may possess the o case of reactive rules, or if there is either a predicate
ability to perform them. More generally, agents can try to or a procedure to be invoked
ac{ugve a|1_|goa| by mean; of coogera:jtlve d|st|r||butelij probletr)n—. In the former case, specify the format of the external
solving. However, on the one hand not all tasks can be g on; that triggers the rules; in the latter, specifying the
delegated and on the other hand agents may need or may invocation pattern of the predicate/procedure.
want to acquire new abilities to cope with unknown situagion

In our view, an improvement in the effectiveness of MAS The details of the above are left to the specific implemen-

may consist in introducing a key feature of human societid@lion, related to the language/formalism in which the &gen

i.e., cultural transmission of abilities. Without this pslity, 2'¢ €xpressed. Notice that it is not required that the il
agents are limited under two important respects: agents be based on the same inference mechanism. However,

) they should be somehow “compatible”, i.e., a prolog-based
« they are unable to expand the set of perceptions they ¢lant might acquire an Answer-Set program [21] and then
recognize, elaborate and react to; _ use it, assuming that it is able to invoke an Answer-Set solve
« they are unable to expand their range of expertise.  cjearly, the exchanged piece of knowledge should inclutie al
Indeed, the flexibility and thus the “intelligence” of agenttherelevant rulesi.e., all the rules which are needed (directly
will increase if they become able not only to refine but alsor indirectly [8]) for actually exploiting that knowledge.
to enlarge their own capabilities. The need of acquiring new At this stage, the receiver agent has to face two problems:

knowledge can be recognized by an agent at least in relatiogy ggaplish whether the new knowledge is consistent, or
to the following situations: at least compatible, with its knowledge base. This is
1) There is an objective that the agent has been unable a topic which has long been studied in belief revision
to reach: it has been unable to relate a plan (in the [1]. However, we assume that the new knowledge is not
KGP perspective [13]) or intention (in a BDI perspective directly incorporated to the existing knowledge base.
[18]) to that objective (or desire) and it has to acquire On the contrary, in the first stage the new knowledge

II. LEARNING BY RULE EXCHANGE

« A specification of the way of using that knowledge, that
specifies whether the rules apply automatically, e.g., in



is distinct from the existing well-established knowledg®ALI, which however includes the following agent-oriented
base, as it must be evaluated before being accepted.features. The reactive and proactive behavior of the DALI
(b) Establish whether the new knowledge is actually usefabent is triggered by several kinds of events: externalteyen
to the purposes for which it has been acquired. Ifiternal, present and past events. All the events and action
so, it can possibly be asserted in the knowledge basee timestamped, so as to record when they occurred.
Otherwise, it can possibly be discarded. An external event is a particular stimulus perceived by the

Then, agents should be able to evaluate how useful the n@gent from the environment. In fact, we define the set of
knowledge is. Similarly to reinforcement learning, tecjugs €xternal events perceived by the agent from titpeo time
must be identified so as to make this evaluation feasible with as a sett = {e; : t1,...,e, : t,} where £ C S, and S
reasonable efficiency. Simple techniques to cope with thfsthe set of the external stimuli that the agent can possibly
problem can be the following. perceive.

1) The new knowledge had been acquired in order to reach® Single external event; is an atom indicated with a
an objective: the agent can confirm/discharge the ndigrticular postfix in order to be distinguished from otherlDA

knowledge according to its reaching/not reaching tHéhguage events. More precisely:
objective. This evaluation can be related to additional Definition 1 (External Event)An external event is syntac-
parameters, like e.g. time, amount of resources needégally indicated by postfixZ and it is defined as:
qua"ty of results. ExtEvent ::=<< Atomg >> |seq << Atompg >>

2) The new knowledge has been acquired for performing¢here anAtomis a predicate symbol applied to a sequence of
computation: the agent can acquire the same knowledgémsand atermis either a constant or a variable or a function
by several sources, and compare the results. Reslygnbol applied in turn to a sequence of terms.
which are not “sufficiently good” (given some sort of External events allow an agent to react through a particular
evaluation) lead to the elimination of the related pieckind of rules, reactive rules, aimed at interacting with the
of knowledge. The others are used (compared/combinegkternal environment. When an event comes into the agent

to produce the accepted result. from its “external world”, the agent can perceive it and deci
) ) to react. The reaction is defined by a reactive rule which has
A. Semantics of Learning by Rule Exchange in its head that external event. The special token used

The semantics of Computational Logic agent languages magtead of: —, indicates that reactive rules performs forward
in principle be expressed as outlined in [3] for the DALFeasoning.
language. l.e., given prograi,,, the semantics is based on Definition 2 (Reactive rule)A reactive rule has the form:
the following. EzxtEventg :> Body or

1) An initialization stepwhere Py, is transformed into a FatEventis, ..., ExtEvent,p :> Body
corresponding progran®, by means of some sort of The agent remembers to have reacted by converting the
knowledge compilation (which can be understood asexternal event into past even(time-stamped). Operationally,
rewriting of the program in an intermediate language)if an incoming external event is recognized, i.e., corresiso
2) A sequence of evolution steps, where reception of eatshthe head of a reactive rule, it is added into a list calidd
event is understood as a transformationpinto P, ;, and consumed according to the arrival order, unless geerit
where the transformation specifies how the event affec@se specified.
the agent program (e.g., it is recorded). The internal events define a kind of “individuality” of a
Then, one has a Program Evolution Sequeree = DALI agent, making it proactive independently of the envi-
[Py, ..., P,] and a corresponding Semantic Evolution Sequent@ment, of the user and of the other agents, and allowing it
[Mo, ..., M,,] where M; is the semantic account @, (in [3] 10 manipulate and revise its knowledge. More precisely:
M; is the model ofF). Definition 3 (Internal Event):An internal event is syntac-

This semantic account can be adapted by transforming ##fglly indicated by postfix:
initialization step into a more general knowledge comijuitat [nternal Event ::=<< Atomy >>
step, to be performed: The internal event mechanism implies the definition of two
rules. The first one contains the conditions (knowledget pas
events, procedures, etc.) that must be true so that theaeact
din the second rule) may happen:
IntEvent : —Conditions
IntEvent; :> Body
I1l. DALI IN A NUTSHELL The goal defined in the first rule is automatically attempted
with a default frequency customizable by means of direstive
in the initialization file. Whenever it succeeds, the intérna
and the reaction (second rule) is trig

(i) At the initialization stage, as before.
(ii) Upon reception of new knowledge.
(iii) In consequence to the decision to accept/reject th& n
knowledge.

DALI [3] [6] [20] is an Active Logic Programming lan-
guage designed in the line of [14] for executable specificati . -
of logical agents. The Horn-clause language is a subset &Nt “has happened”,
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gered as if it were an external one. A DALI agent is able t ‘
build a plan in order to reach an objective, by using interng® i
events of a particular kind, callgg@lanning goals B

Actions are the agent’'s way of affecting the environment § ,TOLE’ layer .
possibly in reaction to either an external or internal evémnt : META layer |
action in DALI can be also a message sent by an agent ‘ '
DALI internal interpreter

another one. R ;

Definition 4 (Action): An action is syntactically indicated ! <:+{ -] Reactive modul
by postfix A: > i
Action ::=

<< Atomy >> |messages << Atom, Atom >>
Actions take place in the body of rules.
If an action has preconditions, they are defined by actio
rules, emphasized by a new token:

Definition 5 (Action rule): An action rule has the form:
Action :< Preconditions.

Similarly to external and internal events, actions arevironment
recorded as past actions.

Past events represent the agent's “memory”, that makes it
capable to perform future activities while having expetin
of previous events, and of its own previous conclusionst Pas
events are kept for a certain default amount of time, that can
be modified by the user through a suitable directive in the
initialization file. A past event is syntactically indicatey
the postfixP.

Procedurally, DALI is based on an Extended Resolution We have introduced in the DALI framework the ability to
Procedure that interleaves different activities, and @atubed generate children agents [7]. An important motivation fust
by the user via directives. improvement has been the need for our agents to face not-
The operational semantics of DALI is based on Dialoguévial planning problems by means of the invocation of a
Games Theory [4] [20]: the DALI Interpreter is modeled as Berformant planner, such as for instance an Answer Set Solve
set of cooperating players. By means of this approach ondd] [15] [21]. As a planning process can require a signiftcan
able to prove formal properies of the language in the form @mount of time, the possibility for an agent to assign this

module| .
<--:.---Z{ Planning modulg=\"

|
I
I
| I
| I
! |
. . I
| <--i---->| Proactive module !
1 Past Learning modulg |
| I
| I
I o !
| I
1 I
| I
| I
| I
| I

Fig. 1. DALI communication architecture

B. Children generation capability

properties that the game will necessarily fulfil. time-expensive activity to its children can constitute alre
advantage.
A. DALI Communication Architecture Another motivation for generating children is, more gen-

o ) ) erally, that of splitting an agent goal into subgoals to be
The DALI communication architecture consists of foufigiegated to children. This possibly with the aim of obtaini
levels. The first and last levels implement the DALI/FIPAjifterent results by means of different strategies, anch the
communication proFocoI and a filter on communication, i.e. @mparing the various alternatives and choosing the best.on
set of rules that decide whether or not receteéd(check level) The father provides the child with all the information udefu
or send a messagte(l check level). The DALI communication (4 fing the solution and, optionally, with an amount of time

filter is specified by means of meta-level rules defining thgiinin which to resolve the assigned problem.
distinguished predicatetell and told. Whenever a message

is received, with content panrimitive(Content,Senderhe
DALI interpreter automatically looks for a corresponditodd
rule. If such a rule is found, the interpreter attempts tovpro Agents that adopt forms of learning to improve their be-
told(Sender, primitive(Content)). If this goal succeeds, havior can in perspective deal with more complex jobs, but
then the message is accepted, amémitive(Content)) is expose themselves to some risks. The learned information
added to the set of the external events incoming into tleeuld be either intentionally or accidentally wrong or siyjnp
receiver agent. Otherwise, the message is discarded. Symtconsistent with the agent specialization. Agents kedgé
metrically, the messages that an agent sends are subjedegenerally divided into a set of facts and rules: the former
to a check viatell rules. The second level includes a metarepresent the agent “beliefs” about itself and the worldilevh
reasoning layer, that tries to understand message contetiis latter determine the entity behavior. If learning onenore
possibly based on ontologies and/or on forms of commonsetsgiefs (plain facts) implies a certain degree of risk, addi
reasoning. The third level consists of the DALI interpreter rules coming from other agents to the knowledge base can

IV. BASIC LEARNING MECHANISMS
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very dangerous. Thus, in our view it is necessary to elaboratold(Sender, query_ref(Fact, Match number)) : —
different learning strategies for beliefs and rules, reiserto not(unreliablep(Sender_agent)).
the latter case a more sophisticated acquisition proceshel  Another direct acquisition beliefs method in DALI agent is
following subsections we will first propose an approach tgased on theonfirm primitive. This method allows an agent
manage the exchange of facts and then we will discuss #3esend a fact to another one. Also in this case, the fact will b
more general problem of rules learning. added to the agent beliefs only if the message will overcome
the told filter. For example, if the agedaveintends to send
to peter the informationbought(car,red), it will send the
The belief base of DALI agents is composed of the factaessage:
which are present in the agent logic program, dynamically
augmented by past events. Past events keep trace of what {H&%5%9¢A
agent has done/observed before: external and internatseven gng the peter beliefs will contain the past event:
performed actions, reached internal conclusions and pdrsu st cvent(bought (car, red), 479379, dave)
planning activities.
Past events also represent external world knowledgeA fact can be eliminated from the agent knowledge base by
In fact, a DALI agent can ask for some factsysing thedisconfirmprimitive.
by using the primitives is.a_fact(Fact,Ag) and _
query_ref(Fact, Match_number, Ag) where: Fact is B. Rules learning
the desired information,Match,number represents the The ru|e-exchange approach to |earning proposed in this
number of matches that the agent intends to receiveAnd paper is a first step into the complex world of learning rules.
is the name of the agent asking for the fact. While the firglor instance, a DALI agent, when receiving a stimulus whose
primitive allows the entity to require a ground fact, the@®t reaction is unknown, can ask other agents for acquiringsrule
one supports the requests of non-ground information. Thempable of suggesting the right behavior to adopt. While
if for instance agentlavewants to know who is the lover of retrieving and adding rules to the knowledge base is not
susy it can send the following message to, esusys friend  difficult, the relevant problem of learning a correct infation
kate remains.

Intelligent agents can have different specializations for
different contexts and a learning rules process cannotréggno

If the beliefs base ofkate contains only the fact this. Moreover, even agents having the same specialization
love(susy, peter), no matching is directly found. This prob-can adopt behavioral rules which are mutually inconsistent
lem has been overcome in DALI via a meta-level suppowhat could the solution be?
that, by using both ontologies and properties of relatitmss | the prototypical implementation that we present here,
to “understand” message contents (namely, message CONigRg learning rules process includes several steps starting
are automatically subjected to a procedungta which is  from a verification of the source reliability. The solutios i
predefined though user-customizable). In this case, if thgsed on the introduction of mediator agentthat we call
ontology of kate contains information on the symmetry ofycjjow _rules_agent, keeping track of the agents specializa-
the predicate 'love’,loves(Y, susy) can be matched with tion and reliability. When an entity needs to learn something
love(susy, peter) and the agenkatewill return the result: it asks theyellow_rules_agent for the names agents having
the same specialization and being more reliable.

A. Beliefs learning

(peter, con firm(bought(car, red), dave)).

message a(kate, query _ref(love(Y, susy), 1, dave)).

send_-message_to(dave,

inform(query_ref(loves(Y, susy), 1), Once obtained this information, the agent may acquire the
values([loves(susy, peter)]), kate), desired knowledge by some of them. If the agent will finally
italian, [)) decide to incorporate the learned rules in its program ksrau

] ) ) ) _ they work correctly, it will also send tgellow_rules_agent

Once received the desired information, the agimtewill 5 nessage indicating satisfaction. This will result in acrén
update its beliefs by adding, as a past event, the fact: ment of the reliability of the agent that has provided thesul
A negative experience will imply an unfavorable dispatah. |
the present implementation agents return a numeric value in
where first value is the information abostisyand peter, the dicating the “level of trust”. We mean to add also the objexti
second value is the acquisition time and the third value &eethat the receiver agent meant to reach via the new knowledge,
track of the information source. The sender agent namesig as to conditionally rate agents with respect to this point
relevant: if trust in this agent reliability will be reducethder This in order to avoid a low reliability esteem for agents ethi
a certain threshold by negative cooperation experiendes, are actually reliable in their own area of expertise. In féct
partial beliefs coming from it could be eliminated. At thevea may happen that an agent has a very specialized (and agcurate
time, thetold filter will get rid of at priori each communication rule set which is mistakenly matched against some requests.
act sent by the unreliable agent: In updating the level of trust thgellow_rules_agent should

past_event(loves(susy, peter), 479379, kate).



adopt a model that updates trust only when the information is
sufficient, i.e., after a certain number of reports which iare
accordance, sent by reliable agents.

The learned rules will be added to the agent knowledge base
in the form of past events. A preliminary check will verify
some properties such as, for example, the syntactic cogsst
or consistency. Rules that “survive” this check will be ubgd
the agent in its activities, and their usefulness and effigjie
will be recorded. After a certain time, according to restits
acquired rules will be either definitely learned or elimatht
Below we describe in more detail all steps involved in our
cooperative rules learning approach.

1) New knowledge is neededA DALI agent behavior
is described by: (i) a set of rules determining what
reaction to apply in response to external stimuli; (ii) a
set of rules useful to draw internal conclusions or to
reach goals via planning strategies; (iii) a set of rules
containing conditions for reacting external events or for
performing actions; (iv) a set of horn-clauses. The need
to acquire new knowledge arises whenever an agent
receives a communication act whose content is unknown
and the meta-level does not succeed in searching for a
semantically equivalent content recognized by the entity.
The communication act could be an external event, a
proposed action, a request of information and so on.
Having no internal means to cope with this situation, the
agent activates the learning rules process. This process is
risky enough, so the agent must try to search a suitable
information source.

2) Looking for information sources. Our learning archi-
tecture allows a particular agenjellow _rules_agent,
to maintain the information useful to identify the de-
sired rules source or sources. Each agent living in the
environment is identified by the tuple:

source(A;, Si, KR;, Q;)

where the first parameter represents the agent identi-

message a(yellow_rules_agent,
search_sources(Ay, Sk, Key))

where K ey, is meant to indicate the desired rules. More
precisely, this parameter allowgllow_rules_agent to
identify agents having the right information by finding a
correspondence betwedtiey, and the elements of the
rules keys listK R;.

If one or more agents fulfill the correspondence, the
agentA; will receive as a response the list of reliable
agents corresponding to the expected specialization
and the keyKey:

L= [(Ah Q1)7 sy (Ana Qn)]

If no agents are available, the response will be the empty
list.

Having chosen the names of one or more agents to
which one can ask missing rules according to the
yellow_rules_agent and personal reliability evaluation,
the agent will then contact them.

no matching rules

yellow_rules_agent P

searchfsourceé Aj _agent )
K has matching rule

L7

LS"'S‘ - As _agent

' ask_rules_head o
“confirm([R1,...,Rn], A1) no specialization
<

learner_agent
-9 Ap_agent

where Ls=[(A 0. 6), (40. 5)]

Fig. 2. A cooperative learning scenario

fication and the second one is a string synthesizing3) Asking for missing rules. In order to get the needed

the agent role in the environment. The third one is
a list of rules keys that the agemt; is willing to
transfer to other agents. The fourth one is the reliability
value, computed byellow_rules_agent according to
positive and negative feedbacks. In fact, agents that
receive rules fronugent;, at the end of the verification
phase send a message gellow_rules_agent rating
that knowledge. According to current and past val-
ues average, thgellow_rules_agent computesagent;
reliability by means of some kind of eveluation.
For example, if the agendave is a barman and
is available to give to others the rules useful to
serve a drink, the tupleource might be for instance:
source(dave, barman, [serve_drink], 0.6).

Whenever an agentl; having the specializatiorby,
needs some rules, it will send tellow _rules_agent
the message:

piece of knowledge, the agent can choose one of two
techniqgues: the first one allows an agent to learn all
required rules by specifying their heads. This implies
that there be a strict correspondence between the heads
of rules in two or more agents in order to be able to
activate the learning process. But, agents often came
from different platforms and technologies, so this cor-
respondence could hardly be found. This limit can be
overcome by adopting ontologies capable of matching
rule heads which though looking syntactically different
are semantically equivalent. If we consider the agént
having selected the coupleds, @) and the headd;,

the following message will propose to the receiver agent
the exchange of rules having the heHg

messagea(As, ask_rules_head(Hy, Ay))

The second technique allows an agent to ask for a
specific key that can match with either the head or the



4)

body of rules in the agent program. We may notice that
in this manner the probability of finding corresponding
rules will be higher, though the rules appropriateness
and usefulness could be more in question. In this case,
the message syntax will be:

messagea(As, ask_rules_key(Key, Ax))

Agents accepting the proposal to exchange rules that
match with either theHead or the Key will pack all
retrieved rules and will send them back to the entity.

message s (A, sent_rules([Ry, ..., R,], Ch, Ay))
The parameterCh represents the goal that must be

invoked in order to activate the rules. In particular, if
the agentob receives from the agemtavethe rules:

[dangerE :> call_police A,
call_police :< have_a_phone]

the parameteC'h will correspond todangerg.

As soon as these rules will be received by the
learner agent, they will be unpacked and asserted
as past events in its knowledge base with the suf-
fix learnp(Rule, Time, Sender, Objective). Each rule

will be re-asserted in a second version, where more
information is associated to it, and in particular: the
current time; the sender agent name; a parantgec-

tive, useful to remember what was the goal for which
the request had been issued. For example, if the agent
was in a dangerous situation when it requested the rule
with the keyhelp, it will memorize that theObjectiveof

this learning rule process was to get safe. The objective
introduction will allow the agent, after learning the rules
to check their effectiveness with respect to the associated

goal.

Add learned rules. Rules added as past events
are managed by a specific internal event,
gest_learning(Rule), that implements the first

gest_learning(Rule) : —
learnp(Rule, Time, Sender,y
learn_if(Rule, Time, Sender),
properties_true(Rule).
gest_learning; (Rule) :>
accept_at_present o (Rule).

Fig. 3. First learning process filter

force or delay the assertion of ttftules. Other domain-

or situation-dependent constraints can be expressed.
The second conditionproperties_true(Rule), takes

more specific properties of thRules into account, e.g.:

- the syntactic correctness according to prolog and DALI
language;

- the absence of procedure calls without a corresponding
procedure;

- the overlap of rules originating from different agents;

- the rule consistence with respect to previously learned
clauses.

If certified by the internal event, the rules are added to
the agent program with a label indicating that they are
to be submitted to second filter. A particular label will
emphasize that the rules have been learned provisionally.
Final learning will take place only if the rules will
overcome the second filter level, based on usefulness
and efficiency. Some rules discarded by the first filter
can remain for some time in the agent knowledge
base, waiting for a successive integration. In fact, the
learning process can generate new contexts where some
previously false properties become true.

In order to avoid a rule that cannot be learned to be kept
for too long in the agent memory, we have introduced
a particular internal event that eliminates all past events
learnp(Rule, Time, Sender, Objective) that has been
kept for an amount of time that exceeds a threshold.

filter level. This internal event filters one rule at thec. Exploiting basic mechanisms

time. In order not to slow down the agent, this operation
is performed in suitable time slots, i.e., when the agent
is not performing complex tasks and the events queu g
have few items to be processed. Each rule is taken i
account in order to be added to the knowledge base,
must fulfill two conditions (expressed in the first rule
of the internal event)iearn_if(Rule, Time, Sender)
and properties_true(Rule). The first condition,
learn_if(Rules, Time, Sender), is similar to atold
one: the user can define in the same file of tell/tol
rules a set of constraints that the considefades, the
Time and theSender agent must respect:

learn_if(Rules, Time, Sender) : —
constrainty, ..., constraint,,.

Constraints can avoid adding an incoming rule from an
agent that was reliable fayellow_rules_agent, but is
considered instead unreliable by the receiver agent under
some different perspectiv&€ime can be used to either

Rules added to the agent program in order to be evaluated
it for the moment in which the agent will be in need of
em. The estimate of their usefulness depends strictlyhen t

4 Hd of learned rules. Some, expressing a set of actions that
the agent needs to perform, can be evaluated by examining the
correspondence between the entity objective and the etibi
behavior. Some, useful to execute complex operations, can
be evaluated by examining for instance the time spent in the
8a|cu|ation and the result quality. Here we propose two samp
methods to estimate partially learned rules.

« On Obijectives Once introduced in the agent program,

each piece of knowledge is used by the entity during its
life, keeping always track of its performance with respect
to the corresponding objective. This testing phase can
be performed in two modalities. The first one is based
on the correspondence between the expre§igdctive
in learnp(Rule, Time, Sender, Objective) and the ef-
fective rule application result. For example,Qbjective



expired_time(Time, T),
evaluate(Rules, Objective, Value).
check_objectiver(Rules, Value) :>
evaluate_rule(Rules, Value).
evaluate_rule(Rules, Value) : — [1]
accept_de finitelya(Rules, Value).
accept_de finitely_rule(Rules, Value) :<

evallreject_-rulea(Rules, Value).
reject_rulea(Rules, Value) :<
Value < Threshold.

(3]

(4]

Fig. 4. Second learning process filter

checkobjective(Rules, Value) : — o quite preliminary and must be checked in real applicatiass,
learnp(Rules, Time, Sender, Objective), it might result in low “precision”, i.e., too many matchesar
found and “recall”, i.e., too many matches are discarded.

REFERENCES

G. Antoniou (with contributions by M.-A. Williams). Nonmonotonic
Reasoning The MIT Press, Cambridge, Massachusetts, 1997, ISBN
0-262-01157-3.

Value > Threshold. [2] W. Brenner, R. Zarnekow and H. Wittigintelligent Software Agents,

Foundations and ApplicationsSpringer Verlag, Berlin, Germany, 1998.
S. Costantini and A. Tocchio.A Logic Programming Language for
Multi-agent Systemsin: Logics in Artificial Intelligence, Proc. of the
8th Europ. Conf., JELIA 2002, LNAI 2424, Springer-Verlad)(Q2.

S. Costantini, A. Tocchio and A. VerticchioA Game-Theoretic Op-
erational Semantics for the DALI Communication Architegtu In:
Proc. of WOAO04, Pitagora Editrice Bologna, ISBN: 88-3713354, Also
available on-line, at the URL: http://woa04.unito.it/Ragatti.html

expresses the agent Safety' we would expect that the agdﬁﬂt S. Costantini, A. Tocchio and A. VerticchiCommunication and Trust

be safe or at least having made some progress in this
direction. The utility and efficiency test is implemented g
by an internal event that, whenever a learned rule is

invoked, checks from time to time its effect. .
The evaluation is performed by the function 7]

evaluate( Rules, Objective, Value) that considers:

- the degree of correspondence betweerQbgctiveand
past events generated by tRellesapplication; 8]
- given the state snapshot of the program execution, t

in the DALI Logic Programming Agent-Oriented Languade: Proc.

of the Italian Conference on Intelligent Systems AI*IA0Q@.

S. Costantini and A. Tocchio.The DALI Logic Programming Agent-
Oriented Language In: Proceedings of the 9th European Conference,
Jelia 2004, Lisbon, September 2004. LNAI 3229, Springetager
Germany, 2004.

S. Costantini and A. Tocchio. Enhancing Computational power:
DALI child agents generatignin: Electronic proceedings of CILC'05,
Italian Conf. on Comp. Logic, Roma, 21-22 giugno 2005, URL
http://www.disp.uniroma2.it/CILC2005/Programma.html.

J. Dix. A Classification Theory of Semantics of Normal Logic Proggam
I. Strong Properties Fundamenta Informaticae 22(3), 1995.

F. Enembreck and J.-P. Barth&€LA - A new Approach for Learning

degree of correspondence between the saved state and theagents Journal of Autonomous Agents and Multi-Agent Systems, 3(10)

declaredObjective
(10]

For each usage oRules, the returnedValue incre-
ments/decrements the average calculated on the p[éé]t
evaluations. After some time, a negative result implies the
rule elimination while a positive one determines a findl2]
learning. However, the agent maintains information on
the Rulessources, so that also in future what is learned
can be eliminated if, for example, the source becomés]
unreliable.

« On comparison If the learned rules are aimed at some4]
kind of complex computation that returns a result, a
suitable testing method can be adopted. The agent
generate children, and can assign each child a different
set of rules acquired by different sources for the sanfit]
calculation. The results, together with performance, tirq%]
and resources spent, will be returned to the father that

can decide which set of rules is better to adopt. 18]

V. CONCLUSIONS

We have proposed a form of cooperation among agents t %ﬁ
consists in improving each agent’s skills by acquiring ne
knowledge form the others. The approach aims at extending
to agent societies a feature which is proper of human sesieti
i.e., the cultural transmission of abilities. We have ot the
problems and advantages of this approach, and have discu$sg
a prototype implementation in DALI. More experimental work
is needed for proving the effectiveness of the approach, and
for putting various methods of verification of the usefumes$
learning at work. Indeed, the mechanisms for matching needs
against rule sets of other agents (keywords or rule heads) is

[20]

215-248, 2005.

A. Garland and R. AltermanAutonomous Agents that Learn to Better
Coordinate J. Autonoumous Agents and Multi-agent Systems, 2004.
M. Gelfond and V. Lifschitz. The Stable Model Semantics for Logic
Programming In: Proc. of the Fifth Joint International Conference and
Symposium. The MIT Press, 1988, 1070-1080.

J. H. Holland.Escaping brittleness: The possibility of general-purpose
learning algorithms applied to parallel rule-based syssemm: Machine
Learning, an Artificial Intelligence Approach, Morgan-Kaman, vol.

2, 1986.

A. Kakas, P. Mancarella, K. Stathis, F. Sadri and F. Tohe KGP
Model of Agency In: ECAI 04, Proc. of the 16th European Conf. on
Artificial Intelligence, 2004.

R. A. Kowalski. How to be Artificially Intelligent - the Logical Way
Draft, revised February 2004, Available on line, URL
http://www-Ip.doc.ic.ac.uk/UserPages/staff/rak/raikal.

V. Lifschitz. Answer Set Programming and Plan GeneratioArtif.
Intelligence 138 (1-2), Elsevier Science Publishers, 203254.

P. MaesModeling Adaptive Autonomuos Agendstificial Life Journal,
1(1-2): 135-162, MIT Press, 1994.

Oliveira E. Agent, advanced features for negotiation and coordination
In M. Luck (ed.), ACAI 2001, LNAI 2086: 173-186, Speringeeiag,
2001.

A. S. Rao and M. GeorgeffModeling rational agents within a BDI-
architecture In: Proc. of the Second Int. Conf. on Principles of
Knowledge Representation and Reasoning (KR'91). Morgaufidann,
1991: 473-484.

J. Sabater and C. SierraReputation and social network analysis in
multi-agent systemsIn: Proceedings of the First Int. Joint Conf. on
Autonomous Agents and Multi-agent Systems: 475482. ACM Press
2002.

A. Tocchio. Multi-Agent Systems in computational logieh.D. Thesis,
Dipartimento di Informatica, Universitdegli Studi di L'Aquila, 2005.
Material about Answer Set Programming (ASP) and web lonabf
ASP solvers. http://tinfpc2.vub.ac.be/wasp/bin/views/\WebHome.



