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Abstract—In this paper we present an approach to intro- pursue in a certain stage. Since actions are often performed
ducing preferences among actions in logic-based agent-orientedreaction to events and goals are set in accordance to some
languages. These preferences are expressed in the body of rU|e‘T’nternaI conclusion that has been reached, we propose to

(i.e., they are local to the rule where they are defined). To the . . L
best of our knowledge, no similar approach has been proposed introduce disjunction in the body of rules. If the body of a

before, and cannot be easily simulated by means of preferencesfule contains a disjunction among two or more actions, the
expressed in the head of rules, which are global. The approach preferred one will be chosen according foreference rules

is applied to choosing which action an agent should perform in that may have a body in that (following [13]) priorities may
reaction to an event, among the feasible ones. be conditional. If agents evolve with time and enlarge their
knowledge and experience, priorities may dynamically gean
according to the agent evolution.

Intelligent agents perform advanced activities such as nedn agent languages that are not based on Answer Set
gotiation, bargaining, etc. where they have to choose amoRggramming, one cannot select the preferred model(s) by
alternatives. The choice will be based on some kind afeans of a filter on possible models. Then, other techniques

I. INTRODUCTION

preference or priorities related for instance to: are needed in order to provide a semantic account to this
. the agent’s objectives; pro'posal. Recently, an approach to declargtive semantics 0
. the context (cooperative vs. competitive); logical agent-oriented 'Ianguages that considers evaiutib
. available resources: agents has appeared in the literature [5]: changes that occu
. the strategies that the agent intends to follow. either externally (i.e., reception of exogenous eventsjner

ternally (i.e., courses of actions undertaken based omniate

Agents will in general include specialized modules and/Qf,gitions) are considered as making a change in the agent
meta-level axioms for applying priorities and preferendiése program, which is a logical theory, and in its semantics

for instance those proposed in [9] for prioritized defemib(however defined). For such a change to be represented, it

reasoning. However, it can be useful in logical agents to ke ,-derstood as the application of a program-transfoomati

able to express preferences at a more basic linguistic. levgl, -ion. Thus, agent evolution is seen as program evaiutio
These basic preferences can then be employed in buildiggy, 5 corresponding semantic evolution.

more advanced high-level strategies. At the language ‘Ievel.This semantic approach can be applied to the present setting

preferences have alrea_ldy been expressed in various Wa)bmadapting the proposal of theplit programsintroduced in
Answer Set Programming [8] [12]. In that context, the basg_ A split program is a version of the given program obtaline

mechanism is that of computing the Answer Sets and th . - ; . .
chose “preferred” ones. We will shortly review below they replacing each disjunction by one of its options. Then, at

work of Brewka on LPODS (Logic Programs with Ordered gfrr;ssfr? d\i,xe \t/(\;oglg rl}?veroarzﬁ;( m;ﬂrsns(;?lle tﬁé?*rllmlﬁgse?e?;rre d
Disjunction) [2] and the work of Sakama and Inue on PLﬁ b 9 piit prog ) 9 ' P

(Prioritized Logic Programming) [13]. The reader may refer ' (according to the present con ditions) is take_n, whi!e _al
. . the others are pruned. As mentioned before, given similar
to the latter paper and to [6] for a discussion of relevant . A . . .
- Situations in different stages of the agent life, differeptions
existing approaches. Some of them are based on establish- ;
. 2 .~ Can be taken, according to the present assessment of thie agen
ing priorities/preferences among atoms (facts), and aflyic knowledge

introduce some form of disjunction in the head of rules. ©the ) ) ) )
Though simple, this mechanism is to the best of our

approaches express instead priorities among rules. e
kf]owledge new, as no similar approach has been proposed

Our proposal IS alm.ed at aI!owmg an agent to express Ior%efore, and it cannot be easily simulated by existing ones.
erences concerning either which action they would perfarm i

a given situation, or, in perspective, which goal they would



In Section Il we review some features that intelligenbn argumentation, so as to tune argumentations according to
logical agents should in our opinion possess, and the telathanging contexts.
usefulness of introducing preferences. In Section Il weflyr The approach of [13] considegeneral extended disjunctive
review previous related work on preferences. In Section pogramswhere a rule has the syntax:
we introduce the approach, and in Section VI its semantics.

Finally, we conclude in Section VII. Ly|...|Lg|not Lgy1]| . .. |not Lgip <— Body
[l. ENHANCING CAPABILITIES OF LOGICAL AGENTS BY where 4" represents disjunction andot is negation as
INTRODUCING PREFERENCES failure under the Answer Set semantics. A preference, or

A deal b id about h . %ricirity, between two ground literals;, e, is expressed in
great deal can be said about features that agents in gengral ¢, e1 < 5. An answer seS, of a given program is

and logical agents in particular should possess (for awetrie preferable onto another answer sét iff S, \ S, contains

reader may refer for instance to [14], for a discussion tQ)[llan element, whose priority is higher than some element

It is widely recognized however that agents, whatever 0 S1 '\ S2, and the latter does not contain another element

language and the approach on which they are based, shoul ¢ %hose priority is strictly higher that,. Then, preferred

able to cope with a changing and partially known environment, g\ e sets (or p-answer sets) are a subset of the traditiona

In this enV|r.onment, ?ge”ts .ShOUId be able to mt_eract, WhSHes, that can be seen as a special case corresponding o empt
they deem it appropriate, with other agents or with the us liorities

in order to complete their own problem solving and to hel . . . . -
P P g Basic PLP is exploited in [13] so as to express priorities

others with their activities. .
not only between plain facts, but also between more general

Interacting agents may act according to suitable straﬁtegiﬁmﬂS of knowledge. The approach allows many forms of
which include expressing preferences and es;tablishircg}-priCommOnsense reasoning to be modeled

ities, possibly with the aid of past experiences. In our yiew An interesting application is that qiriority with precon-

complex strategies can take profit of basic linguistic catss itions For inst%ncpep borrowing the examyle frorrF: [13], the

reminiscent of those introduced in Answer Set Programmin tuation where a pérson drinki tea or cofrf)ee but she p;refers
Our propos:a}l IS e_umed at aIIo_wmg an qgent to EXPress Prefsree to tea when sleepy can be represented as follows (in a

erences/priorities (in the following, we will often intérange rolog-like syntax):

the two terms) concerning either which action they woulg

perform in a given situation, or also, in perspective, wtgohal

they would pursue in a certain stage. Since actions are often tea | coffee.

performed in reaction to events and goals are set in accoedan tea < coffee :- sleepy.

to some internal conclusion that has been reached, we paroposThiS program can be translated in a standard way in plain

to introduce disjunction in the body of rules. If the body o :
a rule contains a disjunction among two or more actions, t%;pzn‘j*o;::}“m'”g thateepyholds, has the p-answer set

preferredone is chosen according poeference ruleshat may . )
have a body. I.e., following [13], priorities may be condital. N LPODS [2], one can write expressions such/Asc B

Also, preference rules may contain references to the agest gn the head of rules, where the new connectivestands for
experience, and then the preferred choice may change ofEfered disjunction. The expression intuitively stands b
time. More precisely, whenever the body of a rule containsP@ssibleA, but if A is impossible then (at leasfy. If there

disjunction among two or more actions, the intended meanifff Several disjuncts, the first one represents the bestreef
is the following: option, the second one represents the second best option, et

. . o ~ The following is an example where a person who wishes to
. preferen_c'e rules estapllsh which action is preferred; spend the evening out and has money prefers to go to theatre,
« precondition of the action state whether it can be actually o\se (if impossible) to go to the cinema, or else (if both

performed, i.e., if it is feasible; _previous options cannot be taken) to go to dine at a restauran
« the agent should perform the best preferred feasible
action.

theatre X cinema X restaurant -
I1l. PREVIOUSRELATED WORK want_to_go_out, have_money.

The reader may refer to [6] for a discussion of many For selecting the preferred answer set(s) of a progfam
existing approaches to preferences. The main distincgonadne obtains the possible split programs Bf where a split
among those that define priorities/preferences among atopmegrampP’ is obtained fromP by replacing each disjunctive
(facts), and typically introduce some form of disjunction irule by one of its options. Then, the answer set®@re taken
the head of rules, and those that express instead prioritiede the answer sets of the split programs. To choose peeferr
among rules. Among the latter ones, we mention [10] thahes given that there may be several disjunctions, a nofion o
applies preferences among rules in negotiating agentsibadegree of satisfactioof disjunctive rules must be defined, that



induces a partial ordering on answer sets. Preferred arsatger they are distinguished by suffit. E.g., open_umbrellaA

are those that satisfy all rules &f to the better degree. indicates an action. Actions may have preconditions: In
our sample syntax we assume them to be expressed by
IV. COMPARISON rules. The connective< indicates that the rule defines

the precondition of an action. l.e., a precondition ruld wil
be indicated agA :< Body, meaning that the actiopA
can be performed only iBody is true. We do not cope
here with the effective execution of actions, that is left to
the language run-time support.

To the best of our knowledge, the approach of introducing
preferences in the body of logical rules is novel, and hagmev
appeared in the literature. It cannot be easily simulated by
using preferences in the head: in fact, preferences exgutess
in the body arelocal to the rule where they occur, while
preferences defined in the head gtebal The application to  In the proposed approach, a disjunction (indicated with
agents performing actions is also new. As an agent evolves'{) of actions may occur in the body of a reactive rule.
time and its knowledge changes, preferred choices will geanPreferences among actions are definedpieference rules
as well. Then, according to the same preference structurethat are indicated by the new connective<. Then, a rule
agent will in general prefer differently in different stagef pE:>qlA[q2A means that in reaction tpE the agent
its life. may perform either actionglA or action g2A. A rule

qlA << q2A:- Body means that action2A is preferred over
V. THE APPROACH IN MORE DETAIL actiongl A provided thatBody is true. l.e., ifBody is not true
. . . . .. the preference is not applicable, and then any of the actions

We_ will now introduce a simple though [N our- opinion.,, e indifferently executed. A set of preference rulesndefi
effe_ctwe construct that can b_e employed in agent-orlen_t general apartial order among actions, where preferences
Io.glq languages based on logic (horn?clause) programming,, transitively applied and actions that are unorderedbean
Similarly to [13], we assume the following: indifferently executed. In our approach preferences aptieg

« preferences are expressed between two ground facts; on feasibleactions. I.e., the partial order among actions must

» preferences are expressed explicitly by means of spedial re-evaluated at each step of the agent life where a choice

rules, that may have conditions; is possible, according to the preconditions of the actidine

« preference is transitive, irreflexive and anti-symmetric. preferred actions at each stage are those that can actaally b

In our approach, preferences can be defined betaetons performed and that are selected by the preference partiat.or
that agents may perform_ We make some preliminary assumpExamp|e 5.1:Consider a person who receives an invitation
tion about the agent languages we are considering. We i0g0 out. She would prefer accepting the invitation rather
not commit to any particular syntax, though we will proposﬁ]an refusing, provided that the invitation comes from nice
a sample one in order to introduce and illustrate exampldsople. She is able to accept if she has money and time. The
We will discuss the semantics of the class of languages tfifatitation is anexternal eventhat reaches the agent from her
we consider in Section VI. By saying “an agent” we meag@xternal environment. Accepting or refusing constitutes t
a program written in the language at hand, that behavesrg@actionto the event, and both are actions. One of the actions
an agent when it is put at work. We assume in particular tff@amely, accepting) has preconditions. In our sample gynta

following syntactic and operational features. an agent program fragment formalizing this situation makIlo

. . . as follows.
« The agent is able to perceive external events coming from

the environment where the agent is situated. In our sample
syntax an external event is an atom which is distinguished . .
by postfix E. E.g., rainE indicates an external event. acceptA :< h‘we*mofbey{ have_time.

« The agent is able to react to external events, i.e., the lan- refuseA << acceptA :- nice_people_inviting.
guage provides some kind of condition-action construct. When the external eventwitationE is perceived by the
In our sample syntax ee indicate reaction by means of tR8€Nt it can react by alternatively performing one of two
connective :> . Then. a reactive rule will be indicateg@ctions. The actiomcceptA will be performed if its precondi-
with pE:> Body meaning that whenever the externalions are verified. As preferences are among feasible action
eventpE is perceived, the agent will execuBvdy. There acceptA is preferred provided thatice_people_inviting holds.
are languages (like, e.g., the one presented in 13]) whd)gtice that this is not known in advance, as the agent evolves
an agent can react to its own internal conclusions, thg ime: the invitation may arrive at a stage of the agent
are interpreted as events (thus modeling proactivity). v#P€ration when time and money are available, and then the
assume that the syntax for reaction is the same in bdifeferred action is chosen. If instead the invitation (aotaer
cases. However, an internally generated event is indicafef/ré invitation) arrives when there are no resources for
with postifix I, i.e., in the formpl. accepting, the agent will refuse the invitation.

« The agent is able to perform actions. Actions will occur Another example will introduce further aspects.
in the agent program as special atoms. In our sampleExample 5.2:Let us now rephrase the example of the
syntax we assume them to be in the fomd, i.e., person preferring coffee over tea if sleepy. Let us put it in

invitationE :> acceptA | rejectA.



a proactive perspective, where the person wonders whether i but as no other priority is specified, one of the actions
is time to take a break from working, e.g., at mid-afternoon.  drink_coffeeA or drink_juiceA can be indifferently exe-

If so, she will consider whether to drink tea or coffee. The cuted.

corresponding program fragment might look as follows, wher
take_break is aninternal conclusionthat triggers a proactive
behavior: the first rule reaches the conclusion that taking a
break is in order; the second rule states what to do then, i.e.The evolutionary semantics that has been proposed in [5]
specifies a reaction to the internal conclusion itself ¢gattd has the objective of providing a unifying framework for
in the second rule with postfid for “internal”). For the various languages and semantics for reactive and proactive
mechanism to be effectivégke_break must be attempted from logical agents.

time to time, so as to trigger the consequent behavior as sooMhis semantic approach is based upon declaratively mod-

VI. DECLARATIVE SEMANTICS OF EVOLVING AGENTS
WITH PREFERENCES

as it becomes true. eling the changes inside an agent which are determined both
by changes in the environment and by the agent’s own self-
take_break :- five_oclock. modifications. The key idea is to understand these changes
take_breakl :> drink_teaA | drink _coffeeA. as the result of the application of program-transformation
drink_coffeeA :< espresso. functions. In this view, a program-transformation funaotiis
drink _teaA << drink_coffeeA :- sleepy. applied for instance upon reception of either an externaor

internal event, the latter having a possibly different niegn
Again, what the agent will do depends upon the presept gifferent formalisms. That is, perception of an event ban
conditions, i.e., upon whether the agent feels sleepy or nghderstood as having an effect on the program which defines
Moreover, in this variation the agent drinks coffee onlyhes the agent: for instance, the event can be stored as a new fact
can have an espresso. in the program. Similarly, actions which are performed can b
Assume now that there is also the option of drinking juiceecorded as new facts. All the “past” events and actions will
though the agent will only drink orange juice, and that theonstitute the “experience” of the agent.

agent prefers juice to tea. Then the program becomes: Recording each event or action or any other change that
occurs inside an agent can be semantically interpreted as
transforming the agent program into a new program, that
may procedurally behave differently than before: e.g., by
possibly reacting to the event, or drawing conclusions from
past experience. Or also, the internal event corresportding
the decision of the agent to undertake an activity triggers a
more complex program transformation, resulting in versibn

the program where the correspondimgentionis somewhat
The expected behavior is the following: “loaded” so as to become executable.

Then, in general one will have an initial prografy which,
according to these program-transformation steps (each one
transforming P; into P,y), gives rise to a Program Evo-
lution SequencePE = [P,,..., P,]. The program evolution
sequence will have a corresponding Semantic Evolution Se-
quenceM E = [My, ..., M,,] where)M; is the semantic account
of P, according to the specific language and the chosen
holds, also the actiodrink_juiceA is allowed, and pre- semanti_cs. The couplePE; ME) is called thequIutionary
ferred overdrink_teaA. The agent can indifferently drink Semant|csof the agent progranP,,, corresponding to the

particular sequence of changes that has happened, and to the

either coffee or juice, as they are unrelated. ) . . .
« I espresso does not hold, the agent cannot drink Cofprder in which they have been considered. The evolutionary

fee (the actiondrink_coffecA is not allowed). Then, if semantics of an agent represents the history of an agent

orange holds then the agent will drink juice (the actionWlthOUt introducing a concept of a “state”.

drink_juiceA will be performed), otherwise it will drink The different .Ianguages. and different formalisms will influ
tea (as the actiondrink_tead is always allowed, not €nce the following key points:

take_break :- five_oclock.

take_breakl :> drink_teaA | drink_coffeeA
| drink _juiceA.

drink _coffeeA :< espresso.

drink _juiceA :< orange.

drink_teaA << drink_coffeeA :- sleepy.

drink_teaA << drink_juiceA.

o If sleepy holds andespresso holds as well, the agent
can drink coffee (the actiodrink_coffeeA is allowed)
and will not drink tea, which is less preferred.dfange
does not hold, the agent will definitely drink coffee.

o If sleepy holds andespresso holds as well, the agent
can drink coffee (the actiomrink_coffecA is allowed)
and will not drink tea, which is less preferred.dfange

having preconditions). 1) When a transition fromP; to P;,, takes place, i.e.,
« If sleepy does not hold, there is no preference betweentea which are the external and/or internal factors that de-
and coffee. Iforange does not hold andspresso holds, termine a change in the agent.

one of the two actiondrink _teaA or drink_coffeeA can 2) Which kind of transformations are performed.
be indifferently executed. Ibrange holds andespresso 3) Which semantic approach is adopted, i.e., hbfy is
holds as welldrink_juiceA is preferred ovetlrink _teaA, obtained fromP;. M; might be for instance a model,



or an initial algebra, or a set of Answer Sets if theomplex transformations by producing “code” that impletsen
given language is based on Answer Set Programmitanguage features in the underlying logical formalidfg.can
(that comes from the stable model semantics of [8]). Ine simply a program (logical theory) or can have additional
general, given a semantiéswe will have M; = S(P;). information associated to it.

A transition fromP; to P;,; can reasonably take place, for This semantic approach can be gxtepded so as t 0 encompass
the present proposal. As a first point, in the initializatgiap

instance:
preferences must be collected and preference rules removed
« When an event happens. Then, Py will not contain preference rules, but will be associ-
« When an action is performed. ated to a structur@ref where preferences between couples of
« When a new goal is set. (ground) actions are made explicit, by performing the titases

« Upon reception of new knowledge from other agents. closure of preference rules. The conditions of a preferenlee
« In consequence to the decision to accept/reject the néivany) are added as preconditions of the preferred action.

knowledge. . o We adapt the idea afplit programfrom [2]. A split program
« In consequence to the agent decision to revise its oWfla version of the given program obtained by replacing a dis-
knowledge. junction by one of its options. In our case, whenever an agent

We say that at stag®;,, of the evolution the agertas at stageP; of its evolution has perceived an (either external
K3

perceived event ev (whatever its class) meaning that th&r internal) event, sayF, it will react to it. However, if there

transition from P, to P;,, has taken place in consequencd @ disjunction of actions in the body of the corresponding
gactive rule, then the agent may react in more that one way.

of reception ofev. It is reasonable to assume that in the stadr " g ) :
Piy1 the agent will cope withew, e.g., by reacting to it if it | he differentways of reacting are represented by diffespiit
programs each one representing an alternative. Precisely,

is an external event. L
Example 6.1:It is useful to discuss how the program trans- Definition 1: Let Py, be an agent program that has been

formation step related to actions might be formalized. ntjransformed into a progra, by the initialization step. Let
itively, an action atom (like e.gdrink_coffeeA in a previous 1@ P€ the program obtained from the evolution &f at the

example) should become true given its preconditions, if afyl Step, corresponding to the perception of eveht Let
(espresso in the example) whenever the action is actuallyZ :> Body be the corresponding reactive rule?, where' a
performed in some rule. For the sake of simplicity assunfiSiunction of actions occurs iBody. A split program P;’ is

that (like in the examples presented above) actions canrocffit@ined by replacing the disjunction with one of its opsion
only in the body of reactive rules. Referring to the program of Example 5.1, at the initialiaati

Declaratively, this means that the action occurs in the bo£P it iS transformed into:
of an applicable reactive rule. Practically, whenever tiidd
will be processed by the interpreter because the corresppnd
(external or internal) event has happened, the action will b acceptA < have.money, have_time
actually performed (by means of any kind of mechanism - ’ - ’

that connects the agent to its environment). To account fo nice_people-inviting.
9 . \Where the preferenceefuseA << acceptA is recorded in the

this behavior, in the initialization step each rule deﬁningtructurePref Then. whenever the everibuvitationE will
preconditions for actions, say of the form be perceived will be two split programs: a first one, gay

invitationE :> acceptA | rejectA.

actA:<Ch, ..., Cs where the body of the reactive rule contains omalteptA,
is transformed into a set of rules of the form: and a second one, say, where the body of the reactive rule
actA:-Dy,...,Dp,Cq,...,Cy contains onlyrefuseA.
whereD;, ..., Dy, h > 0 are the conditions (except for other We will have a set{P},..., P*} of split programs cor-
actions) of each reactive rule wheiet A occurs in the body. responding to the numbek of actions occurring in the
The C;’s are omitted ifactA has no preconditions. disjunction. Assuming that events are considered one ate ti

Whenever at some stage of the program evolutiomctA ~ (i-€., an evolution step copes with a single event), at etegjes

will be attempted and feasible as its preconditions are tuge SPlit programs will be relative to a single reactive rulegavill
will have actA € M,;. correspond to a stV ..., M} where); is the semantics

of P/. We say that we split occursat stageP; of program

step where the progranP,,, written by the programmer, is evolution \.Nhenever.at that. s_tage_ the incoming gvgnt isadlat
transformed into a corresponding initial prograiby means to a reactive rule with a disjunction of actions in its body.

of some sort of knowledge compilation. This initialization The preferred split programs are those whose semantics
step can be understood as a rewriting of the program @ntain the preferred actions. Precisely:

an intermediate language and/or as the loading of a “virtualDefinition 2: Let P4, be an agent program that has been
machine” that supports language features. This stage cant@msformed into a programf, by the initialization step, and
one extreme do nothing, on the other extreme it can perfotat Pref be the preference structure that has been associated

It can be useful in general to perform dnitialization



to the program. LeP; correspond to a step of the evolution oplan however can be seen as divided into:
Py, where a split occurs. Given two split prograii$ and P/
obtained frompP; by splitting a disjunctioruct' A| . .. | act* A,
then P! is preferred ove®? if the following conditions hold:

1) a preliminary check stage, where feasibility of subse-
guent actions is checked (are the tickets available? Do |
have the money? Do my friends accept to join me? May

« the semantics\/] of P] containsact™ A;; | rent a car?);

e act” A; is preferred ovenct® A; according toPref. 2) an operative stage, where actions that influence the

Notice that bothM! and M may not contain the corre- environment (and in general cannot be retracted, or at
sponding actiondct” A; andact® A; respectively), in case its least not so easily) are performed.

preconditions are false. Then, a split program is prefen@h  The first stage can be seen as a feasibility stage for setting
another one if (i) its semantics entails the related actioth aan objective. Then, if there is a disjunction of objectivestie

(ii) either the semantics of the other one does not entail thedy of a rule, we mean that the agent should set the most
related action, or the former action is preferred. preferred feasible one.

Then, at each step where a split occurs we have a set of
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