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Abstract

The aim of this paper is the analysis of some new modified collocation based nu-
merical methods for solving Volterra Integral Equations (VIEs), which turn out to be
at the heart of many modern applications of Mathematics to natural phenomena and
are used more and more for the description of complex systems, in particular evolution-
ary problems with memory. The developed methods have strong stability properties and
higher order of convergence than the classical one-step collocation methods, without any
increase of the computational cost, which is an important request in order to approach
real problems.

Keywords: Volterra Integral equations, two-step collocation methods,

order conditions, A-stability.

1. Introduction

In this paper we analyze the construction of high order, highly stable
new two-step collocation methods for Volterra Integral Equations (VIEs)
of the form

(1.1) y(t) = g(t) +

∫ t

0
K(t, η, y(η))dη, t ∈ I,

with I ⊆ R+, K ∈ C(D × R), D = {(t, η) : 0 ≤ η ≤ t ≤ T}, K satisfy-
ing the uniform Lipschitz condition with respect to the third variable and
g ∈ C(I). VIEs are models of evolutionary problems with memory arising
in many applications. In fact, the spread of diseases, the growth of biologic
populations, the brain dynamics, elasticity and plasticity, wave problems,
heat conduction, fluid dynamics, scattering theory, sismology, biomechan-
ics, game theory, control, queuing theory, design of electronic filters and
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many other problems from physics, chemistry, pharmacology, medicine, eco-
nomics can be modelled through systems of VIEs [1,15–18,20]. The following
books and survey papers contain sections with various applications of VIEs
in the physical and biological sciences and also include extensive lists of
references: Brunner [4,5], Agarwal and O’Regan [2], Corduneanu and Sand-
berg [12], Zhao [25]. Due to the high variety of applications, it gets more
and more important to develop efficient numerical methods in order to solve
these problems and make some special requirements on these methods, such
as high order and strong stability properties.

In the literature many authors (see [4,5] and references therein con-
tained) have analyzed one-step collocation methods for VIEs. As it is well
known, a collocation method is based on the idea of approximating the ex-
act solution of a given integral equation with a suitable function belonging
to a chosen finite dimensional space, usually a piecewise algebraic polyno-
mial, which satisfies the integral equation exactly on a certain subset of the
integration interval (called the set of collocation points). As done in [14]
for Ordinary Differential Equations (ODEs), in the papers [9,10] we derived
a general classe of m–stage r–step collocation methods for VIEs, with the
aim of increasing the order of classical one-step collocation methods with-
out any additional computational cost. The resulting high order methods
had, however, bounded stability regions. For this reason, in [11], in analogy
to the case of ODEs [13], we introduced a modification in the technique,
leading to two-step almost-collocation methods. Such methods have been
obtained by relaxing some of the collocation conditions and by introducing
some previous stage values, in order to further increase the order and to
get A-stability.

In this paper we analyze a modified class of high order two-step collo-
cation methods, providing A-stable methods of uniform order p = 2m on
the whole integration interval, where m is the number of collocation points,
without relaxing any interpolation or collocation condition.

The paper is organized as follows. In Section 2 we describe the new
two-step collocation methods and analyze the order. In Section 3 we carry
out the linear stability analysis. In Section 4 we provide examples of one-
stage and two-stage A-stable methods. Finally in Section 5 some concluding
remarks are given and plans for future research are briefly outlined.

2. Construction of the methods and order conditions

We divide the interval I in N subintervals of fixed length h, obtaining
the set of grid points Ih = {tn : 0 = t0 < t1 < ... < tN = T} and we
define the set of collocation points Xh = {tn,j := tn + cih : 0 ≤ c1 < c2 <
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· · · < cm ≤ 1, n = 0, 1, ..., N − 1}. The equation (1.1) can be rewritten, by
relating it to this mesh, as

y(t) = Fn(t) + Φn(t), t ∈ [tn, tn+1],

where Fn(t) := g(t) +

∫ tn

0
k(t, τ, y(τ))dτ and Φn(t) :=

∫ t

tn

k(t, τ, y(τ))dτ

represent respectively the lag term and the increment function.
The collocation polynomial is considered of the form

(2.1) P (tn + sh) = ϕ(s)yn +
m

∑

j=1

χj(s)Yn−1,j +
m

∑

j=1

ψj(s)Yn,j ,

with s ∈ [0, 1], where

(2.2) Yn−1,j := P (tn−1,j), Yn,j := P (tn,j),

and the polynomials ϕ(s), χj(s), ψj(s) are determined by imposing the in-
terpolation condition P (tn) = yn, and by satisfying (2.2). The collocation
polynomial (2.1) differs from the polynomial introduced in [11], because
we drop the previous time step yn−1, mantaining only the previous stages
Yn−1,j , as it is usually done in two-step collocation and Runge-Kutta meth-
ods for ODEs, in order to get better stability properties and an efficient
implementation, see [6–8,19,21,23,24].

By imposing the collocation conditions, i.e. that the collocation polyno-
mial (2.1) exactly satisfies the VIE (1.1) at the collocation points tn,i and
by computing yn+1 = P (tn+1), the two-step collocation method takes the
form

(2.3)











Yn,i = Fn,i + Φn,i

yn+1 = ϕ(1)yn +
m

∑

j=1

χj(1)Yn−1,j +
m

∑

j=1

ψj(1)Yn,j
,

The lag–term and increment–term approximations

(2.4) Fn,i = g(tn,i) + h

n−1
∑

ν=0

µ1
∑

l=1

blk(tn,i, tν + ξlh, Pν(tν + ξlh)) i = 1, ...,m

(2.5) Φn,i = h

µ0
∑

l=1

wilk(tn,i, tn + dilh, Pn(tn + dilh)) i = 1, ...,m
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are obtained by using quadrature formulas of the form

(2.6) (ξl, bl)
µ1

l=1, (dil, wil)
µ0

l=1, i = 1, ...,m,

where the quadrature nodes ξl and dil satisfy 0 ≤ ξ1 < ... < ξµ1
≤ 1 and

0 ≤ di1 < ... < diµ0
≤ 1, µ0 and µ1 are positive integers and wil, bl are

suitable weights, as in [10].
The continuous order conditions and the convergence can be easily ana-

lyzed by looking at the method (2.3) as a subclass of the methods introduced
in [11], with ϕ0(s) ≡ 0, as shown in the following theorem.

Theorem 2.1. Assume that the kernel k(t, η, y) and the function g(t) in
(1.1) are sufficiently smooth. Then the method (2.3) has uniform order p
for s ∈ [0, 1], if the following conditions are satisfied

(2.7)























1 − ϕ(s) −
m

∑

j=1

χj(s) −
m

∑

j=1

ψj(s) = 0,

sk −
m

∑

j=1

(cj − 1)kχj(s) −
m

∑

j=1

ckjψj(s) = 0,

s ∈ [0, 1], k = 1, 2, ..., p. Assume moreover that ci 6= cj, ci 6= cj − 1, ci 6=
0, 1. Then the system of continuous order conditions (2.7) is satisfied with
p = 2m if and only if the polynomials ϕ(s), χj(s) and ψj(s), j = 1, 2, ...,m
satisfy the interpolation conditions

(2.8) ϕ(0) = 1, χj(0) = 0, ψj(0) = 0

and the collocation conditions

ϕ(ci) = 0, χj(ci) = 0, ψj(ci) = δij(2.9)

ϕ(ci − 1) = 0, χj(ci − 1) = δij , ψj(ci − 1) = 0,(2.10)

i=1,2,...,m.

Proof. The order conditions (2.7) can be derived from Theorem 2.1 in [11].
An argument similar to the proof of Theorem 2.2 in [11] leads to the a
characterization (2.8)–(2.10) for the coefficients of the methods having order
p = 2m.

It can also be proved that the order of convergence is 2m if the conditions
(2.8)–(2.10) are satisfied and the quadrature formulas (2.6) are of order at
least 2m.
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3. Linear stability analysis

In this section we carry out the stability analysis of method (2.3) with
respect to the basic test equation

(3.1) y(t) = 1 + λ

∫ t

0
y(η)dη, t ≥ 0, Re(λ) ≤ 0,

usually employed in the literature for the stability analysis of numerical
methods for VIEs (see [3,5] and their references). Let us consider the follow-
ing vectors and matrices: Yn = [Yn,1, ..., Yn,m]T , ψT (1) = [ψ1(1), ..., ψm(1)],
χT (1) = [χ1(1), ..., χm(1)], ϕ(ξ) = [ϕ(ξ1), ..., ϕ(ξµ1

)]T , b = [b1, ..., bm]T ,
β = [β1, ..., βm]T , γ = [γ1, ..., γm]T , v = [v1, ..., vm]T , Ω = [Ωi,j ]

m
i,j=1,

Λ = [Λi,j ]
m
i,j=1, where

βj =

µ1
∑

l=1

blχj(ξl), γj =

µ1
∑

l=1

blψj(ξl),

vi =

µ0
∑

l=1

wilϕ(dil), Ωi,j =

µ0
∑

l=1

wilχj(dil) Λi,j =

µ0
∑

l=1

wilψj(dil)

and put e = [1, 1, .., 1]T . The following theorem provides the expression for
the stability matrix of the method (2.3) with respect to the test equation
(3.1).

Theorem 3.1. The two-step collocation method (2.3), applied to the test
equation (3.1), leads to the following matrix recurrence relation









yn+1

Yn

yn

Yn−1









= R(z)









yn

Yn−1

yn−1

Yn−2









,

z = hλ, where the stability matrix R(z) is

(3.2) R(z) = Q−1(z)M(z),

with the matrices Q(z) and M(z) defined by

Q(z) =









1 −ψT (1) 0 0
0 I − zΛ 0 0
0 0 1 0
0 0 0 I









,
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M(z) =









ϕ(1) χT (1) 0 0

zv I + z(uγT + Ω − Λ) z(ebTϕ(ξ) − v) z(eβT − Ω)
1 0 0 0
0 I 0 0









.

Proof. By applying the method (2.3) to the test equation (3.1) we obtain

(3.4) yn+1 = ϕ(1)yn + χT (1)Yn−1 + ψT (1)Yn

where

(3.5) Yn = Fn + z(ynv + ΩYn−1+ΛYn),

(3.6) Fn = e + z

n−1
∑

ν=0

(bTϕ(ξ)yν + βTYν−1+γ
TYν)e.

From the expression (3.6) we derive

(3.7) Fn − Fn−1 = z(bTϕ(ξ)yn−1 + βTYn−2+γ
TYn−1)e.

The computation of the difference Yn−Yn−1 by substituting the expression
(3.5) for both terms Yn and Yn−1, and by using (3.7), leads to

(Im − zΛ)Yn = zvyn +
(

I + z(uγT + Ω − Λ)
)

Yn−1+

+ z(ebTϕ(ξ) − v)yn−1 + z(eβT − Ω)Yn−2.

From the last equation and (3.4) the thesis immediately follows.

We next consider the stability function of the method

(3.8) p(ω, z) = det
(

λI − R(z))
)

,

where I is the identity matrix of order 2m + 2, and we investigate on the
conditions to impose on the collocation abscissas c1, ..., cm in order to get
A-stable methods: this means that all the roots λ1, . . . , λ2m+2 of (3.8) lie in
the unit circle for all z ∈ C such that Re(z) ≤ 0. The investigation, carried
out using the Schur criterion (cfr. [22]), has shown the following results for
m = 1 and m = 2.

Theorem 3.2. Any one-stage collocation method of the type (2.3) is A-
stable if and only if c > 1.

Fig. 1 shows the A-stability region in the parameter space (c1, c2) for
two stage collocation methods (2.3).
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Fig. 1. Region of A-stability in the (c1, c2)-plane for two-step methods (2.3) with m = 2
and order 4.

4. Examples of methods

We first consider the case m = 1. According to Theorem 3.2, for any
value of c > 1 we obtain A−stable methods of order 2. Solving the order
conditions (2.7) for m = 1, p = 2, we obtain

ϕ(s) =
s2 + s(1 − 2c) + c(c− 1)

c(c− 1)
, χ(s) =

s(c− s)

c− 1
, ψ(s) =

s(1 − c+ s)

c
.

The weights in (2.4) and (2.5) can be chosen by discretizing the lag-term
by the trapezoidal rule and the increment term by the midpoint rule, i.e.,
µ0 = 1, µ1 = 3,

ξ = [0, c, 1]T , D = c, b =

[

1

2
, 0,

1

2

]T

, W = c.

This leads to a one parameter family of methods of order p = 2, depending
on the collocation abscissa c.

We next consider the case m = 2. Solving the order conditions (2.7) for
m = 2, p = 4, and choosing, according to Fig. 1, c1 = 11

5 and c2 = 13
5 , we

obtain

ϕ(s) =

(

126 − 115s+ 25s2
) (

66 − 85s+ 25s2
)

8316
,

χ1(s) = −
s (5s− 11)

(

126 − 115s+ 25s2
)

144
, χ2(s) =

s (5s− 14)
(

66 − 85s+ 25s2
)

54

ψ1(s) = −
s(5s− 6)

(

126 − 115s+ 25s2
)

66
, ψ2(s) =

s(5s− 9)
(

66 − 85s+ 25s2
)

336

The weights in (2.4) and (2.5) can be chosen by considering µ0 = 3, µ1 = 4,
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and

ξ =









0
c1
c2
1









, D =

[

0 c1 c2
0 c1 c2

]

,

b =











−1+2c1+2c2−6c1c2
12c1c2
1−2c2

12c1(c1−1)(c1−c2)
2c1−1

12c2(c2−1)(c2−c1)
−3+4c1+4c2−6c1c2

12(c1−1)(c2−1)











, W =





−
c2
1
−3c1c2
6c2

c1(2c1−3c2)
6(c1−c2)

c3
1

6c2(c1−c2)

−
c2
2
−3c1c2
6c1

−
c3
1

6c1(c1−c2)
− c2(2c2−3c1)

6(c1−c2)



 ,

i.e., with c1 = 11
5 and c2 = 13

5 ,

ξ =









0
11
5
13
5
1









, D =

[

0 11
5

13
5

0 11
5

13
5

]

, b =









233
616

− 575
2376
425
4536
499
648









, W =

[

431
420

22
9 −1331

1260
133
165

1372
495 −7

9

]

.

5. Concluding remarks

We have developed a class of modified two-step collocation methods
(2.3) for the numerical solution of VIEs. These methods are of uniform
order p = 2m on the whole integration interval. We have discussed their
stability properties, deriving A−stable methods. Examples of methods have
also been provided.

The above methods seem to be promising for further investigations, be-
cause of their good properties of accuracy and stability. The uniform order
and the continuous approximation to the solution make such methods par-
ticulary suitable for a variable stepsize implementation. The implementa-
tion issues related to these methods are subject of future work. They include
the choice of appropriate starting procedures, estimation of local discretiza-
tion error and stepsize changing strategies. Our aim is also to extend the
results to other functional equations, such as Volterra integro-differential
equations.

REFERENCES

1. M. A. Abdou, A. A. Badr, On a method for solving an integral equation
in the displacement contact problem, Appl. Math. Comput. 127 (2002),
no. 1, 65–78.

2. R. P. Agarwal, D. O’Regan (eds.), Integral and Integrodifferential Equa-
tions. Theory, Methods and Applications, Ser. Math. Anal. Allp., 2,
Amsterdam, Gordon and Breach (2000).

8



3. A. Bellen, Z. Jackiewicz, R. Vermiglio and M. Zennaro, Stability analysis
of Runge-Kutta methods for Volterra integral equations of the second
kind, IMA J. Numer. Anal. 10(1990), 103–118.

4. H. Brunner, Collocation Methods for Volterra Integral and Related Func-
tional Equations, Cambridge University Press (2004).

5. H. Brunner, P. J. van der Houwen, The Numerical Solution of Volterra
Equations, CWI Monographs, Vol. 3, North-Holland, Amsterdam,
(1986).

6. N. H. Cong, A general family of pseudo two-step Runge–Kutta methods,
Southeast Asian Bull. Math., 25(1) (2001), pp. 61–73.

7. N. H. Cong, H. Podhaisky and R. Weiner, Numerical experiments with
some explicit pseudo two-step RK methods on a shared memory com-
puter, Computers & Mathematics with Applications, 36 (1998), pp. 107-
116.

8. H. Podhaisky and R. Weiner, A Class of Explicit Two-Step Runge–
Kutta Methods with Enlarged Stability Regions for Parallel Computers,
in Parallel Computation (P. Zinterhofer, M. Vajtersic, and Andreas Uhl,
eds.), Lecture Notes in Comput. Sci., 1557, pp. 6877, Springer (1999).

9. D. Conte, B. Paternoster, A Family of Multistep Collocation Methods
for Volterra Integral Equations, in: AIP Conference Proceedings, Nu-
merical Analysis and Applied Mathematics, T.E.Simos, G. Psihoyios,
Ch. Tsitouras (Eds.), vol. 936, pp. 128-131, Springer (2007).

10. D. Conte, B. Paternoster, Multistep Collocation Methods for Volterra
Integral Equations, App. Num. (2009), in press.

11. D. Conte, Z. Jackiewicz, B. Paternoster, Two-step almost collocation
methods for Volterra integral equations, Appl. Math. Comput., 204
(2008), pp. 839-853.

12. C. Corduneanu, I. W. Sandberg (eds.), Volterra Equations and Applica-
tions, Stability Control, Theory, Methods Appl. 10, Amsterdam, Gordon
and Breach (2000).

13. R. D’Ambrosio, M. Ferro, Z. Jackiewicz, B. Paternoster, Two-step al-
most collocation methods for ordinary differential equations, accepted
for pubblication on Numer. Algorithms.

14. R. D’Ambrosio, M. Ferro, B. Paternoster, Collocation based two step
Runge–Kutta methods for Ordinary Differential Equations, in ICCSA
2008, Lecture Notes in Comput. Sci., Part II 5073 (Edited by O. Gervasi
et al.), pp. 736–751, Springer, New York (2008).

9



D. Conte, R D’Ambrosio, M. Ferro, B. Paternoster

15. N. B. Franco, A Volterra integral equation arising from the propagation
of nonlinear waves, Rev. Mat. Estat. 17, 35–49 (1999).

16. H. W. Hetcote and D. W. Tudor, Integral equation models for endemic
infectious diseases, J. Math. Biol., 9 (1980), pp. 37–47.

17. F. C. Hoppensteadt, Z. Jackiewicz, B. Zubik-Kowal, Numerical solu-
tion of Volterra integral and integro-differential equations with rapidly
vanishing convolution kernels, BIT 47 (2007), no. 2, 325–350.

18. Huang W., Li Y., Chen W. Analysis of the dynamic response of a fluid-
supported circular elastic plate impacted by a low-velocity projectile, Pro-
ceedings of the Institution of Mechanical Engineers. Part C, Journal of
mechanicalengineering science, vol. 214, no5, pp. 719-727, 2000.

19. Z. Jackiewicz and J.H. Verner, Derivation and implementation of two-
step Runge–Kutta pairs, Jpn. J. Ind. Appl. Math. 19 (2002), pp. 227–
248.

20. A. G. Nerukh, P. Sewell, T. M. Benson Volterra Integral Equations
for Nonstationary Electromagnetic Processes in Time-Varying Dielec-
tric Waveguides J. Lightwave Technol., vol. 22, n. 5, 2004.

21. H. Podhaisky, R. Weiner, and J. Wensch, High Order Explicit Two-
Step Runge–Kutta Methods for Parallel Computers, Tech. Report 19,
Universitat Halle, FB Mathematik/Informatik, 1999.
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