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ABSTRACT. The paper is focused on the analysis of stability properties of a
family of numerical methods designed for the numerical solution of stochastic
Volterra integral equations. Stability properties are provided with respect to
the basic test equation, as well as to the convolution test equation. For each
equation, stability properties are intended both in the mean-square and in the
asymptotic sense. Stability regions are also provided for a selection of methods.
Numerical experiments confirming the theoretical study are also given.

1. Introduction. Stochastic Volterra integral Equations (SVIEs) are equations of
the form
t

t
Xt:Xo+/a(t,s,Xs)ds+/b(t,s,Xs)dWs, te 0,7, (1)
0 0

where a and b are measurable functions and the initial condition X is a random
variable. The second integral in the right hand side is an It integral, which has to
be taken with respect to the Brownian motion W,. The solution X; is a random
variable for each t¢.

Initial contributions regarding the numerical solution of SVIEs have been given
in [16, 17, 18], where the authors extended classical methods for stochastic ordinary
differential equations (i.e. Euler Maruyama and Milstein methods; see [10, 12] and
references therein) to the integral case. However, the analysis mainly regarded their
accuracy properties and, in the existing literature on the topic, stability issue have
not yet been provided. Our aim is to develop a stability analysis of numerical
methods for SVIEs, by exploring a more general family of methods for (1), i.e.
that of stochastic ¥-methods (see [8, 11] for insights on ¥-methods for stochastic
differential and integro-differential equations).
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Similarly as in the deterministic case (see [1, 4, 5, 6] and references therein), we
first analyze the stability properties of stochastic ¥-methods with respect to the
following basic linear test equation,

t t
X =X, —i—/)\Xsds—F/qudWS, t €10,T], (2)
0 0

with A\, 4 € R. Moreover we will also consider the convolution test equation,

t t
X, :XO+/()\+a(t—s))Xsds—i—/uXSdWs, te 0,7, ()
0 0

with A\, i, 0 € R. In both cases, we provide stability issues both in the mean-square
and in the asymptotic sense (for the analysis of stability of numerical methods for
SDEs, see [3, 7, 8, 13, 14] and references therein), as explained in details in the
remainder of the manuscript. The paper is organized as follows: Section 2 presents
the family of stochastic ¥-methods for SVIEs (1); stability issues with respect to
the basic test equation (2) are given in Section 3, while Section 4 is devoted to
analyzing stability properties with respect to the convolution test equation (3).
Some numerical experiments confirming the theoretical analysis are given in Section
5 and, finally, concluding remarks are provided in Section 6.

2. ¥-methods for SVIEs. As usual in the context of Volterra integral equations
(see [1, 4, 5, 6] and references therein), we introduce the set of grid points

Tp = {t, =nh, n=0,..,N, Nh =T}

equidistantly spaced, being h the chosen fixed stepsize. By evaluating the SVIE (1)
in the generic mesh point ¢,,, we have

tn tn
X, :XOJr/ a(tn,s,Xs)dsqL/ b(tn, s, Xs) dWs.
0 0

Let Yy = Xy. We introduce the stochastic ¥-method, having the form

n—1 n—1
Yo =Yo+h Y (Yaltn, tiy1, Yigr) + (1= 0)altn, i, Vi) + Y bltn, ti, Yi) AW;, (4)
=0 i=0

where h = t; 11 —t; e AW; = W;11 — W;. Taking into account that the Wiener
increments AW; can be replaced by the scaled random variables VAV;, where V;
is a standard Gaussian random variable, i.e. it is A(0, 1)-distributed, the method
assumes the form

n—1 n—1
Y, =Yo+h > (Daltn, tivr,Yigr) + (1= Daltn, £, V) +VE Y bltn, i, Yi)Vi. (5)
i=0 =0

The following theorem exhibits the convergence order of (5), under the hypothesis
(6), that also guarantee the existence and uniqueness of the solution of (1) (see
[15, 18] and references therein). The proof of this theorem follows analogously as
in [16], which corresponds to the case ¥ = 0.
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Theorem 2.1. Assuming that the coefficients a and b of (1) satisfy
|a’(ta S, (E) - a’(tv S, y)| < Kl(tv S)|l’ - y|7
‘b(t,s,]}) _b(t785y)| < Kz(t78)|l‘—y|, (6)

la(ty, s,2) — alte, s, x)|* < K3(t1,ta, s)(1 + |z|*)|t1 — taf,

|b(t1,s,2) — bty s,2)|> < Kyt ta,s)(1 4 |z})|t; — tal,
with K >0, for all s <t € [0,T] and x € R. Then, the stochastic 9-method (5) is
convergent of order 1/2, i.e. there exist a constant C such that

E|X,, — Y|> < Ch. (7)

In analogy with stochastic differential case [3, 12], the order of convergence of the
stochastic ¥-method can be improved [17] by adding further terms in the numerical
approximation, leading to

n—1 n—1
Yn = }/0 +h Z (ﬂa’(tnvti-‘rla Yi-‘rl) + (1 - ﬂ)a(tn7tt7)/1)) + Z b(trmtbn)AWZ
1=0 1=0

i+1
+Zaa tn,t“n)bm,tz,iﬁ/ /dW ds

i+1
+Zab (tn, s, Yi)b(ti, 15, Y5) / / AW, dW.
(8)

where Yy = X, and — denotes the partial derivative with the respect to the second
argument.

As highlighted in [3, 13], the values of increments and the above double integrals
can be obtained as sample values of normal random variables using the transforma-
tions

AW; = Vi Vh,

() Iy L P T

where V; 1 and Vj o are mutually independent N(0,1) random variables. Therefore,
the improved stochastic ¥-method assumes the form

n—1

Yo =Yo+h> (Paltn tipr, Yirr) + (1= 0)a(tn, t:, V7))

=0

n—1
+ \/E Z b(t’l’H ti7 5/;)‘/1',1
i—0

1 n—1 8& V
1,2
+ 5h\/ﬁz %(tn,tl,n)b(tz,tmm (V, >

*hz t’rutﬂy; (tiativ}/i) (Vz?l - 1) :
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Similarly as in [17], suitably approximating the partial derivatives in (9) leads to
the following derivative free method

n—1

Y, =Y+ hz (Yaltn,tiv1, Yig1) + (1 = D)altn, ts,Ys)) + fz (tn,ti, Yi)Via
i=0
23 Vi
+3 2 (a(tn,ti,Yi +a(ti, ti, Yi)h + b(ti, t;, Yi)Vh) — a(tn,ti,Yi)) (V’ \/3)
\/En—l
+ 7 (b(tnyti,Yi + a(ti,ti,}/i)h + b(tiati,}/i)\/ﬁ) _ b(tnytu}/i)) (‘/31 N 1) )

Il
o

(10)

The following theorem exhibits the convergence order of (9)and (10) and its proof
follows analogously as in [17], which corresponds to the case ¥ = 0.

Theorem 2.2. Under the same hypothesis of Theorem 1 and assuming that the

coefficients a and b in (1) and their derivatives up to order 3 are bounded, the

improved stochastic 9-methods (9) and (10) have order 1, i.e.
E(X, — Yal?) < KN m

3. Stability analysis with respect to the basic test equation. We now study
the stability properties with respect to the basic test equation (2). We observe that
this equation is equivalent to the linear test equation for SDEs

dXt = )\Xtdt + ,lLXtth

and, as a consequence, the following well-known conditions [10] for the mean-square
and asymptotic stability of the exact solution respectively occur

1
- 2 _ 1o
Jm EX(OF =0 & A+ p2 <0, (12)
. L4
tlgglo|X(t)|—O wp.l & )\—i,u <0. (13)

Theorem 3.1. Let x = h\ and y = hu?. The recurrence relation for the stochastic
¥-methods (5), (9) and (10) with respect to the basic test equation (2) assumes the
form

Yoi1 = (o + BVu1 + V21 + 62,)Yn, (14)

with

(i) a= 1+1(i;;9)x7 ﬁlz : \—/%x’ v =0, =0 for method (5),

B _1+(1—z9)x—§y VY B Yy NG

(ii) o = T ’B_l—ﬁx’W_Q(l—ﬁx)’é =0 formethod

(9),

. — V)T — 5 Ty TY . ) VY TY Ty Tz

PN S ()L 1C R N BN Y L RN N R
1—dz ’ 1—dz’ 2(1 —dz)’ 1—dz

for method (10),

andZn:%(V 1+ \[2)
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Proof. (i) Applying (5) to the test equation (2), we obtain
Yoy =Yo+z Y (i + (L—9)Yi) +y > YiVi.
i=0 1=0

Hence, by isolating the term with ¢ = n in both sums in the right-hand side,
we have

Y1 =Y, + 2 (Y41 + (1 =Y, +yY, V,,

that gives the thesis by denoting V,, =V}, 1.
(#4) Applying (9) to the test equation (2), we obtain

Yo =Yo+a Y (i + (1-9)Yi)+y > YiVia
i=0 =0

n 1 n
+ Zx\/@Zm + iyzyz(vlzl —1).
i=0 i=0

The result then follows by arguments similar to those of case (). The proof
of case (7it) proceeds analogously.
O

Theorem 3.2. The stochastic 9-methods (5), (9), (10) are mean-square stable with
respect to the basic test equation (2) if and only if

52
a2+52+372+§+2a7+55 <1,

where a, B, v and § are given in Theorem 3.1.
Proof. By (14) we obtain, passing to the expectations,
]E|Yn+1‘2
= (a® + B°EVp 1> + V’E[Vi1|* + 6°E|Z,|* + 200E |V, 1|* + BOEV,Z,) E[Y, |2,
taking into account that EV,,; = EV,?| = EV,, o = EZ, = 0. Since E|V,,1* = 1,
E|V,1|* =3, E|Z,|* = 1/3, the result follows. O

Theorem 3.3. The stochastic 9-methods (5), (9), (10) are asymptotically stable if
and only if

E(log |a + BVi1 + V21 +6Z,]) <0,

where a, 5, v and § are given in Theorem 3.1.

Proof. By (14), we obtain
n—1
m=<HQJ%,
i=0

with Q; = a+ BV;1 + nyi?l 4+ 6Z;. Then, the thesis follows from Lemma 5.1 in
[8]. O

Remark 1. We observe that the recurrence relation (14) for the stochastic -
method (5) corresponds to the recurrence relation of the Euler-Maruyama version
of the stochastic ¥-method for SDEs in [2, 8]. Moreover, if we remove from (9) the
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sum involving the derivative %, i.e. if we remove the double integral in dW,ds

from (8), then it assumes the form

n—1 n—1
Yo =Yo+h Y (altn tisr,Yip) + (1= 0)altn, i, Vi) + VR Y bt ti, i) Via
i=0 =0

1, &~ db
2

(15)
and the related recurrence relation (14) corresponds to the recurrence relation of
the Milstein version of the stochastic ¥-method for SDEs in [2], with parameters

1+(1719)x7%y NG y
“ o P T im0 YT i vn)

Figures 1 and 2 respectively show the regions of mean-square and asymptotic
stability of (5), (9), (10) and (15) with respect to the basic test equation (2).
As visible from these figures, the rectangular and improved rectangular methods
introduced in [16, 17], i.e. those corresponding to © = 0 in (5), (9) and (10), have
only bounded stability regions. Methods (5), (9), (10) and (15) here introduced can
achieve unbounded stability regions with suitable choices of the parameter ¢ > 1/2.
We also observe that the numerical differentiation leading to the derivative free
method (10) has a negative effect on the stability regions.

Moreover, Figure 3 depicts mean-square stability regions for values of ¥ > 1. As
visible from the figure, in this case some methods are A-stable. This issue is coherent
with the evidence highlighted in [9] for stochastic ©¥-methods in the framework of
SDEs.

4. Stability analysis with respect to the convolution test equation. We
now analyze the stability properties with respect to the convolution test equation
(3). To this purpose, the following result first providing recurrence relations is
useful.

Theorem 4.1. Let x = h\, y = hpu? and z = h®0. The recurrence relation for the
stochastic ¥-methods (5), (9) and (10) with respect to the convolution test equation
(3) assumes the form

(1—92)Yio = 24+ (1 -2 z+24+Ans1+Bnt1)Ynr1 — 1+ (1 -9z + A,)Y,, (16)
with
1I-v)Yi=01+1-Pz+(1—-19)z+ Ay + Bo)Yo
and
Ap = yVu1 +C(Vid s = 1) + 102y, By, =92y,

where
(i) ¢ =n =1 =0 for method (5),
(ii) ¢ = %y, N =x\/y, ¥ = 2\/y for method (9),
(iii) ¢ = %(x\/@—l— y), n=x(x+/y), ¥ =z(x+/y) for method (10),

(iv) ¢ = %y, n =0, v = z\/y for method (15),
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6=0 6=112 | o mgthiod (5)

m——— method (10)
method (15)
= method (9)

15

4 3 -2 1 a
0=3/4 o=1
8 8
6 6
4 4
2 2
0 0
-4 -3 2 -1 0 -4 -3 -2 -1 0

FIGURE 1. Mean-square stability regions in the (x,y)-plane with
respect to the basic test equation (2).

vn,2>

75 )

Proof. Applying the stochastic ¥-methods (5), (9) and (10) to the convolution test
equation (3) we obtain

being Z,, = % (Vng +

Yo = Y0+i 19(x+z(n—i))Y;+1+i((1—19)w+Ai+((1—19)z+Bi)(n+1—i))Yi,
i=0 i=0
with A; and B; given by (i), (i7) and (¢i7), respectively. This is equivalent to
(1-92)Y, 41 = (1+(1—ﬁ)er(l—19)2+An+Bn)Yn+nil(192Yi+1+((1—19)z+Bi)Y}).
i=0
The thesis follows by substracting (1 — Y)Y, 1 from (1 — ¥x)Y, 1o and suitably

rearranging the involved terms. O

Theorem 4.2. The stochastic 9-methods (5), (9), (10) and (15) are mean-square
with respect to the convolution test equation (3) if the spectral radius p(K) of matrix

0 0 1
E(An(An+By)) v
K= T (i-vw)? T 19z o (17)
2UE(An (An+Bn i
E(f) — ((1_(193:; 2 _(1319lx)2 E(an)
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m method (5)

=0 0=1/6 s method (10)
" m—— method (9)

method (15)

K=l N da a7} o

o N O~ O &

4 -3 -2 -1 0 1 -4 -3 -2 -1 0 1

FIGURE 2. Asymptotic stability regions in the (z,y)-plane with
respect to the basic test equation (2).

is less than 1, where
p=2+1-20x+z2 v=1+1-"9 (18)

and

o — fA Ayt + Bogr\° 5, = v+ An\°
" 1— Yz ’ " \1=-9z )

Proof. With above notation, recurrence relation (16) becomes
(1 =92)Yoqe = (0 + Ang1 + Bny1)Yogr — (v + An)Ya. (19)
Squaring this relation, passing to expectations and employing the relation
(1 = 92)E(AnYnYni1) = E(An(An + Bn))E(Y)

leads to

Y?)

n

B(2,) = (B(p,) - At et 3 B2 £ 5] )

- 2v(p+ E(Ans1) + E(Bny1))
(1—19z)?

]E(YnYn+1) + E(an)E(Y7L2+1)
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6=5/4 0=3/2

e method (5)

—— method (10)
method (15)

= method (9)

=714

0
-3 -2 -1 0 -4 -3 -2 -1 0

-4

FIGURE 3. Mean-square stability regions in the (x,y)-plane with
respect to the basic test equation (2) for values of ¥ > 1.

Multiplying Equation (19) by Y,11, passing to expectations leads to
]E(An(An + Bn))

E }/’n }/'n = - E er
( 41 ,+2) (1 _ 19:1;)2 ( n)
v p+E(Ani1) + E(Bns1) v 2
1-— 191;]E(Y"Yn+l) * 1—dz E(Yos)-
Since from (i)—(iv) of Theorem 4.1 follows that E(A,+1) = E(B,+1) = 0, we obtain
E(Y?1) E(Y?)
E(Yn+1Y;L+2) =K E(YVLYI'L+1) )
E(Y?) E(Y:741)
with K given by (17). O

We observe that, by taking into account (7)—(iv) in Theorem 4.1, expected values

in (17) can be computed as follows
5 1 1 1
E(An(An + Bn)) =y +2C + 20" + Vyn + 550 + gnd,

B Y423 4 307+ U+ 507+ /gY + S

(o) = 1 — 92)2 ’
V2 4y +2¢ + 507 +
(1= 0z)2 ’

E(fn) =
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=0, mean-square stability 8 8=1, mean-square stability
6
4
2
-2 -1.5 -1 -0.5 0
8=1, asymptotic stability
4 -
3
2 z=0
z=-05
1 z=-1
z=-1.5
z=-2
0
-2 -1.5 -1

FIGURE 4. Mean-square and asymptotic stability regions in the
(z,y)-plane with respect to the convolution test equation (3) for
the stochastic ¥-method (5) for several choices of ¥ and z.

with p and v given by (18).
Figures 4 and 5 show the mean-square and asymptotic stability regions of above
methods with respect to the convolution test equation (3).

5. Numerical tests. We now present a selection of numerical experiments con-
firming the theoretical expectations regarding the stability properties of methods
(5), (9), (10) and (15) presented in the previous sections.

We first consider the basic test equation (2) with A = —8 and pu = 21/2 and apply
methods (5), (9), (10) and (15) with ¥ = 1/2. The mean-squares of the obtained
numerical solutions over 1000 realizations are depicted in Fig. (6), where it is visible
that the choice of the stepsize has a direct influence on the mean-square stability
properties. This is coherent with the stepsize restrictions shown in Fig. 1: indeed,
for h = 1/2, the corresponding point (z,y) = (—4,4) lies inside the stability region
only of method (5), while for h = 1/8, the corresponding point (z,y) = (—1,1) lies
inside the stability region of all methods. The asymptotic stability analysis, leading
to the stability regions in Fig. 2, is now confirmed by the results in Fig. 7: also
in this case, the choice of the stepsize, coherent with Fig. 2, leads to the expected
stable and unstable behaviours.

We next consider the convolution test equation (3) with A\ = —4, y = 2v/2 and
o = —8 and apply methods (5), (9), (10) and (15) with ¥ = 1. In correspondence
of h = 1/2, the point (x,y,z) = (—2,4,—2) is identified in Fig. 5: as visible
in the figure, methods (9) and (15) are unstable, while methods (5) and (10) are
stable. Such a behaviour is coherent with the numerical results obtained in Fig.
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8=0, mean-square stability 6=1, mean-square stability

05¢ 8

mmm method (10)

s method (5)
method (15)

= rethod (9)

0 -
-2 -1.5 -1 -0.5 0

FIGURE 5. Mean-square and asymptotic stability regions in the
(z,y)-plane with respect to the convolution test equation (3) for
z = —2 and several choices of 9.

8 (top), where the mean-squares of the obtained numerical solutions over 1000
realizations are drawn. By considering instead the convolution test equation (3)
with A\ = —4, u = 2¢/5/5 and ¢ = —128, in correspondence of h = 1/8, the point
(z,y,2) = (—1/2,1/10, —2) lies inside the stability region of all methods for ¥ = 1.
This stable behaviour is also visible in Fig. 8 (bottom).

The asymptotic stability analysis, leading to the stability regions in Fig. 5, is
confirmed by the results in Fig. 9: also in this case, the choice of the parameters
specified in Fig. 9, corresponding to (x,y,z) = (—1/2,3,-2) (top) and (z,y,z) =
(—1/8,3/4,—2) (bottom), leads to the expected unstable and stable behaviours,
respectively.

6. Conclusions. In this paper we have analyzed mean-square and asymptotic sta-
bility properties of a selection of ¥-methods, i.e. (5), (9), (10) and (15) for the
numerical solution of Volterra stochastic integral equations (1). The analysis has
highlighted mean-square and asymptotic stability properties, which are also con-
firmed in the numerical experiments. Further developments of this research will
regard stability and accuracy analysis of wider families of methods, such as Runge-
Kutta methods for SVIEs (1).

Acknowledgments. This work is supported by GNCS-INDAM. The authors are
very grateful to the anonymous referees for the profitable suggestions which helped
improving the paper.
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h=1/2

0 2 4 6 8 10 12 14 16 18 20
h=1/8
10%° T
10° L B
X 10° g
41}
1079 i
10 I I I I I I I I
0 1 2 3 4 5 6 7 8 9 10

FIGURE 6. Mean-square of the numerical solution of problem (2)
with A = —8 and p = 2v/2, obtained by applying methods (5
(blue), (9) (black), (10) (magenta) and (15) (red) with ¢ = 1/2.
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FIGURE 7. Absolute value of the numerical solution of problem
(2), with A = —8 and pu = 4, obtained by applying methods (5)

(blue), (9) (black), (10) (magenta) and (15) (red) with 9 = 1/2.
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h=1/2, A\=—4, p =22/, 0 = -8
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FIGURE 8. Mean-square of the numerical solution of problem (3),
with A = —4, = 2v/5/5 and 0 = —2/h?, obtained by applying
methods (5) (blue), (9) (black), (10) (magenta) and (15) (red) with

9 =1.
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FIGURE 9. Absolute value of the numerical solution of problem
(3), with A = —1, = v/6 and 0 = —2/h?, obtained by applying
methods (5) (blue), (9) (black), (10) (magenta) and (15) (red) with
9 =1.

13



14 DAJANA CONTE, RAFFAELE D’AMBROSIO AND BEATRICE PATERNOSTER

REFERENCES

[1] H. Brunner and P. J. van der Houwen, The Numerical Solution of Volterra Equations, CWI
Monographs 3. North-Holland, Amsterdam, 1986.
[2] A.Bryden and D. J. Higham, On the boundedness of asymptotic stability regions for the stochastic theta method,
BIT, 43 (2003), 1-6.
[3] E.Buckwar and T. Sickenberger, A comparative linear mean-square stability analysis of Maruyama- and Milstein-type mef
Math. Comput. Stmul., 81 (2011), 1110-1127.
[4] D. Conte, Z. Jackiewicz and B. Paternoster, Two-step almost collocation methods for Volterra integral equations,
Appl. Math. Comp., 204 (2008), 839-853.
[5] D. Conte and B. Paternoster, Multistep collocation methods for Volterra integral equations,
Appl. Numer. Math., 59 (2009), 1721-1736.
[6] D. Conte, R. D’Ambrosio and B. Paternoster, Two-step diagonally-implicit collocation based methods for Volterra integral
Appl. Numer. Math., 62 (2012), 1312-1324.
[7] X. Ding, Q. Ma and L. Zhang, Convergence and stability of the split-step-method for stochastic differential equations,
Comput. Math. Appl., 60 (2010), 1310-1321.
[8] D. J. Higham, Mean-square and asymptotic stability of the stochastic theta method, SIAM
J. Numer. Anal., 38 (2000), 753-769.
[9] D. J. Higham, A-stability and stochastic mean-square stability, BIT, 40 (2000), 404-409.
[10] D.J. Higham, An algorithmic introduction to numerical simulation of stochastic differential equations,
SIAM Rev., 43 (2001), 525-546.
[11] P. Hu and C. Huang, The stochastic ¥-method for nonlinear stochastic Volterra integro-
differential equations, Abs. Appl. Anal., (2014), 583930, 13pp.
[12] P. E. Kloeden and E. Platen, Numerical Solution of Stochastic Differential Equations,
Springer-Verlag, Berlin Heidelberg, 1992.
[13] Y. Saito and T. Mitsui, Stability analysis of numerical schemes for stochastic differential equations,
SIAM J. Numer. Anal., 33 (1996), 2254-2267.
[14] C. Shi, Y. Xiao and C. Zhang, The convergence and MS stability of exponential Euler method
for semilinear stochastic differential equations, Abs. Appl. Anal., 2012 (2012), Art. ID 350407,
19 pp.
[15] Z. Wang, Existence and uniqueness of solutions to stochastic Volterra equations with singular kernels and non-Lipschitz c
Stat. Prob. Lett., 78 (2008), 1062-1071.
[16] Wen, C.H., Zhang, T.S.: Rectangular method on stochastic Volterra equations, Int. J. Appl.
Math. Stat., 14 (2009), 12-26.
[17] Wen, C.H., Zhang, T.S.: Improved rectangular method on stochastic Volterra equations, J.
Comput. Appl. Math., 235 (2011), 2492-2501.
[18] Zhang, X.: Euler schemes and large deviations for stochastic Volterra equations with singular kernels,
J. Diff. Eq., 244 (2008), 2226-2250.

Received October 2016; revised January 2018.

E-mail address: dajconte@unisa.it
E-mail address: raffaele.dambrosio@univaq.it
E-mail address: beapat@unisa.it


http://www.ams.org/mathscinet-getitem?mr=MR871871&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1981636&return=pdf
http://dx.doi.org/10.1023/A:1023659813269
http://www.ams.org/mathscinet-getitem?mr=MR2769822&return=pdf
http://dx.doi.org/10.1016/j.matcom.2010.09.015
http://www.ams.org/mathscinet-getitem?mr=MR2460324&return=pdf
http://dx.doi.org/10.1016/j.amc.2008.07.026
http://www.ams.org/mathscinet-getitem?mr=MR2532440&return=pdf
http://dx.doi.org/10.1016/j.apnum.2009.01.001
http://www.ams.org/mathscinet-getitem?mr=MR2960367&return=pdf
http://dx.doi.org/10.1016/j.apnum.2012.06.007
http://www.ams.org/mathscinet-getitem?mr=MR2672930&return=pdf
http://dx.doi.org/10.1016/j.camwa.2010.06.011
http://www.ams.org/mathscinet-getitem?mr=MR1781202&return=pdf
http://dx.doi.org/10.1137/S003614299834736X
http://www.ams.org/mathscinet-getitem?mr=MR1765744&return=pdf
http://dx.doi.org/10.1023/A:1022355410570
http://www.ams.org/mathscinet-getitem?mr=MR1872387&return=pdf
http://dx.doi.org/10.1137/S0036144500378302
http://www.ams.org/mathscinet-getitem?mr=MR3275749&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1214374&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1427462&return=pdf
http://dx.doi.org/10.1137/S0036142992228409
http://www.ams.org/mathscinet-getitem?mr=MR2965478&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2422961&return=pdf
http://dx.doi.org/10.1016/j.spl.2007.10.007
http://www.ams.org/mathscinet-getitem?mr=MR2524870&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2763162&return=pdf
http://dx.doi.org/10.1016/j.cam.2010.11.002
http://www.ams.org/mathscinet-getitem?mr=MR2413840&return=pdf
http://dx.doi.org/10.1016/j.jde.2008.02.019
mailto:dajconte@unisa.it
mailto:raffaele.dambrosio@univaq.it
mailto:beapat@unisa.it

	1. Introduction
	2. -methods for SVIEs
	3. Stability analysis with respect to the basic test equation
	4. Stability analysis with respect to the convolution test equation
	5. Numerical tests
	6. Conclusions
	Acknowledgments
	REFERENCES

