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Adapted explicit two-step peer methods

Dajana Conte, Raffaele D’Ambrosio, Martina Moccaldi and
Beatrice Paternoster

Abstract. In this paper, we present a general class of exponentially fitted two-step peer
methods for the numerical integration of ordinary differential equations. The numerical
scheme is constructed in order to exploit a-priori known information about the qualitative
behaviour of the solution by adapting peer methods already known in literature. Examples
of methods with 2 and 3 stages are provided. The effectiveness of this problem-oriented
approach is shown through some numerical tests on well-known problems.
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1 Introduction

The presented work aims to solve initial value problems in ordinary differential
systems

y′(t) = f(t, y(t)), y(t0) = y0 ∈ Rd, t ∈ [t0, T ], (1.1)

where f : R × Rd → Rd is smooth enough to guarantee the existence and the
uniqueness of the solution. In particular, we propose an adapted numerical inte-
gration which exploits a-priori known information about the behaviour of the exact
solution.
General purpose formulae are developed in order to be exact (within round-off
error) on polynomials up to a certain degree. However, when the exact solution
has a particular behaviour known in advance (e.g. oscillatory, periodic, expo-
nentially decaying), the resulting methods could require a very small stepsize in
order to preserve this property. For this reason, special purpose formulae may
be more convenient because they are constructed in order to be exact on functions
other than polynomials, following the well-known exponential fitting strategy [21].
The basis functions are normally supposed to belong to a finite-dimensional space
Fq = {φ0(t), φ1(t), . . . , φq(t)} called fitting space and are selected according to
the a-priori known information concerning the behaviour of the exact solution. As
a result, the coefficients of the corresponding methods are no longer constant as
in the classic case, but rely on parameters characterizing the exact solution, whose
values are generally unknown. Hence, the exponential fitting technique requires
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the choice of a suitable fitting space and a proper estimation or computation of the
afore-mentioned parameters.
Following the general idea shown in [21], the adaptation of already existing schemes
has led to exponentially fitted methods for a wide range of problems such as inter-
polation, numerical differentiation and quadrature [6–8, 19, 20, 22, 23, 36], numer-
ical solution of integral equations [4, 5], partial differential equations [12–15] and
ordinary differential equations [1, 10, 11, 20, 21, 37]. Adapted Runge-Kutta meth-
ods have been constructed in [9,14,16,17,20,21,26,27,33,34]. In [26] it has been
shown that for any fitting space Fq of smooth linearly independent real functions
there exists a q-stage Runge-Kutta method fitted to Fq. However, the stage order
of a Runge-Kutta method extremely influences the highest dimension that can be
achieved by the fitting space, especially in case of explicit Runge-Kutta methods,
whose stage order is 1. For instance, in [35] an explicit four stage RK method has
been constructed on a fitting space having the maximum dimension equal to 3. By
contrast, linear multistep methods do not impose such a strong dimensional limit,
as shown in [17]. Indeed, a k-step method can be fitted on a k + 1-dimensional
fitting space.
Therefore, it appears worthwhile to combine the advantages of Runge-Kutta and
linear multistep methods with the afore-mentioned benefits related to exponential
fitting: this idea gives birth to exponentially fitted peer methods.
Peer methods are characterized by several stages like Runge-Kutta ones but all of
these stages exhibit the same properties, especially in terms of accuracy and sta-
bility (see [3,24,31,38] and references therein). Combining the benefits of Runge-
Kutta and linear multistep methods, they achieve good stability features and over-
come the crucial issue of order reduction within the integration of highly stiff
systems [30]. Moreover, two-step peer methods are very suitable for a parallel im-
plementation because the actual stages rely only on the previous ones [2,28,30,32].
In [3,25], it has been shown that it is possible to construct explicit two-step s-stage
peer methods adapted on a fitting space of high dimension 2s. In particular, the
authors have derived explicit peer methods having 2 and 3 stages and tuned on
trigonometric bases. In this paper, we develop a general class of exponentially
fitted two-step explicit peer methods having order s, by employing the six-step
procedure presented in [19, 21].
In summary, Section 2 is devoted to the construction of explicit exponentially fit-
ted peer methods adapted to a general fitting space. The results of this section
are used to develop peer methods with 2 and 3 stages in Section 3. Finally, we
present some numerical tests on realistic problems in Section 4 and we discuss
some conclusions in Section 5.



Adapted explicit two-step peer methods 3

2 Explicit two-step peer methods

For the construction of explicit s-stage two-step peer methods, we consider a set
of admissible fixed nodes ci for i = 1, . . . , s such that

|ci − cj | 6= 0, ∀i 6= j, (2.2)

and we suppose that for any stepsize h > 0 there exists a starting procedure to ap-
proximate the solution in the internal grid points t0 i = t0 + ci h, i = 1, . . . , s. An
s-stage two-step peer method with fixed stepsize h has the following expression

Yni =
s∑
j=1

bij Yn−1 j + h
s∑
j=1

aij f(tn−1 j , Yn−1 j) + h
i−1∑
j=1

rij f(tnj , Ynj), (2.3)

i = 1, . . . , s, n = 1, . . . , N , where

Yni ≈ y(tni), tni = tn + ci h, i = 1, . . . , s.

We recall that no extraordinary numerical solution with different properties is com-
puted, but we simply assume that cs = 1, so Yns is the approximation of the
solution at grid point tn+1. The other nodes are chosen such that ci < 1 for
i = 1, . . . , s− 1.
In this treatise, we suppose for simplicity that problem (1.1) is scalar and we em-
ploy the following notation:

Yn = [Yni]
s
i=1 , F (Yn) = [f(tni, Yni)]

s
i=1 ,

A = [aij ]
s
i,j=1 , B = [bij ]

s
i,j=1 , R = [rij ]

s
i,j=1 ,

where A and B are full matrices and R is a stricly lower triangular matrix. Hence,
the method (2.3) can be rewritten in a more compact form

Yn = B Yn−1 + hAF (Yn−1) + hRF (Yn). (2.4)

The matrices of coefficients A, B and R are constructed in order to achieve high
order (uniformly for all components Yni) and good stability properties. We recall
that the method (2.3) has order of consistency p if ∆ni = O(hp+1) for i = 1, . . . , s,
where ∆ni is the residual obtained by inserting the exact solution in the numerical
scheme (2.3), i.e. [38]

∆ni = y(tn i)−
s∑
j=1

bij y(tn−1 j)−h
s∑
j=1

aij y
′(tn−1 j)−h

i−1∑
j=1

rij y
′(tnj). (2.5)
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Schmitt and Weiner in [29] have related this property to the following condition

AB(q) = cmi −
s∑
j=1

bij (cj − 1)m −m
s∑
j=1

aij (cj − 1)m−1

−m
i−1∑
j=1

rij c
m−1
j = 0, m = 0, . . . , q − 1, i = 1, . . . , s,

(2.6)

as follows:

Theorem 2.1. If AB(p + 1) is verified, the explicit s-stage peer method (2.3) has
order of consistency p.

As a consequence, the peer method (2.3) has order p ≥ s− 1 if

B 1 = 1, (2.7a)

A =

(
CV0D

−1 −RV0 −
1
s
β es

)
V −1

1 −B (C − I)V1D
−1V −1

1 , (2.7b)

where 1 = [1, 1, . . . , 1]T , C = diag(c1, . . . , cs), D = diag(1, . . . , s), es =
[0, 0, . . . , 1], β ∈ Rs is an arbitrary vector and

V0 =


1 c1 . . . cs−1

1
...

...
...

...
1 cs . . . cs−1

s

 , V1 =


1 (c1 − 1) . . . (c1 − 1)s−1

...
...

...
...

1 (cs − 1) . . . (cs − 1)s−1

 .
The method has order equal to p = s if β = 0.

2.1 Exponentially fitted explicit peer methods

In this work, we aim to construct a general class of exponentially fitted explicit
two-step peer methods with a fixed stepsize h, which are particularly suitable for
problems with hyperbolic or trigonometric solutions. For this purpose, we con-
sider the fitting space

F =
{

1, t, t2, . . . , tK , e±µt, t e±µt, t2e±µt, . . . , tP e±µt
}
, (2.8)

where µ is a parameter characterizing the exact solution and it is real or com-
plex if the exact solution belongs to the space spanned by hyperbolic functions
or trigonometric functions, respectively. Moreover, we assume that K = −1 if
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there are not classic components and P = −1 if there are not exponentially fitting
ones. We next associate to the numerical scheme (2.3) the linear operator defined
as difference between the exact solution and the numerical solution computed by
the method, as follows:

Li[h,w] y(t) = y(t+ ci h)−
s∑
j=1

bij y(t+ (cj − 1)h)

− h
s∑
j=1

aij y
′(t+ (cj − 1)h)− h

i−1∑
j=1

rij y
′(t+ cj h),

(2.9)

i = 1, . . . , s, where w contains the coefficients of the method, i. e. the values of
the matrices A, B and R. We recall that for a given set of admissible nodes, the
method (2.3) is adapted to the fitting space F if it is exact (within round-off error)
on the functions belonged to F , which is equivalent to annihilating the difference
operator (2.9) on these basis functions. The resulting system has the coefficients
of the method as unknowns, due to the dependence of the difference operator on
them. These basic concepts have given raise to the six-step algorithm presented in
[19,21] which we apply in the following for the construction of desidered adapted
peer methods.

Step 1
We first want to impose that the numerical scheme (2.3) is exact on classic com-
ponents tm of the fitting space F (2.8). As we have already remarked, this is
equivalent to annihilating the linear difference operator (2.9) on tm. Hence, taking
into account the invariance for translations of the difference operator due to its
linearity, we construct the classic moments for a generic m > 0

Lim(h,w) = Li[h,w]tm|t=0, i = 1, . . . , s,

and the corresponding dimensionless classic moments

L∗im(h,w) =
Lim(h,w)

hm

= cmi −
s∑
j=1

bij (cj − 1)m −m
s∑
j=1

aij (cj − 1)m−1 −m
i−1∑
j=1

rij c
m−1
j ,

for i = 1, . . . , s.
(2.10)

Step 2
We identify the maximum value M that ensures the compatibility of the system

L∗im(h,w) = 0, i = 1, . . . , s, m = 0, 1, . . . ,M − 1. (2.11)
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This system is equivalent to annihilating the difference operator (2.9) on poly-
nomials with a degree less or equal to M − 1 and corresponds to the condition
AB(M)

AB(M) = cmi −
s∑
j=1

bij (cj − 1)m −m
s∑
j=1

aij (cj − 1)m−1 −m
i−1∑
j=1

rij c
m−1
j = 0,

i = 1, . . . , s, m = 0, . . . ,M − 1.
(2.12)

Therefore, we may construct an s-order peer method if M = s + 1, due to the
Theorem 2.1. In this case, the peer method (2.3) is exact on polynomials up to
degree equal to s.

Step 3
We next aim to impose the exactness of the peer method (2.3) on the basis func-
tions tme±µt in the hybrid fitting space (2.8). This corresponds to annihilating the
difference operator (2.9) on the functions tme±µt, which in turn is equivalent to
annihilating in ±z the so-called dimensionless µ-moments of order m on L

E∗im(z,w) =
1
hm
Li[h,w]tmeµt|t=0, i = 1, . . . , s, (2.13)

where z = µh. We next observe that the system

E∗im(±z,w) = 0, m = 0, 1, . . . , P, i = 1, . . . , s,

is equivalent to the system

G
±(m)
i (Z,w) = 0, m = 0, 1, . . . , P, i = 1, . . . , s,

where Z = z2 and G±(m)
i (Z,w) are defined at each stage i as

G+
i (Z,w) =

E∗i0(z, w) + E∗i0(−z, w)
2

, G−i (Z,w) =
E∗i0(z, w)− E∗i0(−z, w)

2z
,

(2.14)
for m = 0 and as the related derivatives for m > 0. In the following theorem, we
present an explicit expression for the µ-moments of order m = 0 on L.

Theorem 2.2. The µ-moments of order m = 0 on L assume for i = 1, . . . , s the
following form:

E∗i0(z,w) = ezci −
s∑
j=1

bij e
z (cj−1)− z

s∑
j=1

aij e
z (cj−1)− z

i−1∑
j=1

rij e
z cj . (2.15)
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Proof. Applying the definition (2.13) of µ-moments on L with m = 0 and i =
1, . . . , s, we obtain

E∗i0(z,w) = Li[h,w]eµt|t=0

= eµ (t+cih) −
s∑
j=1

bij e
µ (t+(cj−1)h) − h

s∑
j=1

aij µ e
µ (t+(cj−1)h)

− h
i−1∑
j=1

rij µ e
µ (t+cjh)

∣∣∣
t=0
,

which leads to the thesis by replacing z = µh and t = 0.

For a simpler construction of G-functions, we employ the η-functions defined
in [21] as follows:

• if Z is real

η−1 (Z) =
e
√
Z + e−

√
Z

2
=

{
cos
√
|Z| if Z < 0,

cosh
√
Z if Z ≥ 0,

η0 (Z) =


e
√
Z − e−

√
Z

2
√
Z

if Z 6= 0,

1 if Z = 0,
=



sin(
√
|Z|)√
|Z|

if Z < 0,

1 if Z = 0,
sinh(

√
Z)√

Z
if Z > 0,

• if Z is not real

η−1 (Z) = cos
(

i
√
Z
)
, η0 (Z) =


sin
(

i
√
Z
)

i
√
Z

if Z 6= 0,

1 if Z = 0.

In both cases, we define ησ (Z) for σ > 0, as follows:

ησ (Z) =


ησ−2 (Z)− (2σ − 1)ησ−1 (Z)

Z
if Z 6= 0,

2σσ!
(2σ + 1)!

if Z = 0.

We recall that their derivatives verify the condition [21]

η′σ(Z) =
1
2
ησ+1(Z), σ = −1, 0, 1, . . . (2.16)
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In the following theorem, we express theG-functions and their derivatives in terms
of the η−functions.

Theorem 2.3. The G-functions and their derivatives assume the following expres-
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sions for i = 1, . . . , s:

G+
i (Z,w) = η−1

(
c2
iZ
)
−

s∑
j=1

bij η−1
(
(cj − 1)2Z

)
− Z

i−1∑
j=1

rij cj η0
(
c2
jZ
)

− Z
s∑
j=1

aij (cj − 1) η0
(
(cj − 1)2Z

)
,

(2.17a)

G−i (Z,w) = ci η0
(
c2
iZ
)
−

s∑
j=1

bij (cj − 1) η0
(
(cj − 1)2Z

)
−

s∑
j=1

aij η−1
(
(cj − 1)2Z

)
−

i−1∑
j=1

rij η−1
(
c2
jZ
)
,

(2.17b)

G
+(m)
i (Z,w) =

c2m
i

2m
ηm−1

(
c2
iZ
)
−

s∑
j=1

bij
(cj − 1)2m

2m
ηm−1

(
(cj − 1)2Z

)
−

s∑
j=1

aij

(
m (cj − 1)2m−1

2m−1 ηm−1
(
(cj − 1)2Z

)
+

(cj − 1)2m+1

2m
Z ηm

(
(cj − 1)2Z

))

−
i−1∑
j=1

rij

(
mc2m−1

j

2m−1 ηm−1
(
c2
jZ
)
+
c2m+1
j

2m
Zηm

(
c2
jZ
))

,

(2.17c)

G
−(m)
i (Z,w) =

c2m+1
i

2m
ηm
(
c2
iZ
)
−

s∑
j=1

bij
(cj − 1)2m+1

2m
ηm
(
(cj − 1)2Z

)
−

s∑
j=1

aij
(cj − 1)2m

2m
ηm−1

(
(cj − 1)2Z

)
−

i−1∑
j=1

rij
c2m
j

2m
ηm−1

(
c2
jZ
)
,

(2.17d)
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for m = 1, . . . , P .

Proof. From the defintion (2.14) of the G-functions and the expression of the µ-
moments E∗i0 obtained in Theorem 2.2, we have

G+
i (Z,w) =

1
2
(
ez ci + e−z ci

)
− 1

2

s∑
j=1

bij

(
ez (cj−1) + e−z (cj−1)

)

−z
2

s∑
j=1

aij

(
ez (cj−1) − e−z (cj−1)

)
− z

2

i−1∑
j=1

rij
(
ez cj − e−z cj

)
,

(2.18)

which leads to Equation (2.17a) by evaluating functions η−1 and η0 in c2
iZ and

(cj − 1)2Z, where Z = z2.
Equation (2.17b) can be proved in a similar way.
We next derive function G+

i (2.17a) taking into account the relation (2.16) among
the derivatives of η−functions, obtaining

G
+(1)
i (Z,w) =

c2
i

2
η0
(
c2
iZ
)
−

s∑
j=1

bij
(cj − 1)2

2
η0
(
(cj − 1)2Z

)
−

s∑
j=1

aij

(
(cj − 1) η0

(
(cj − 1)2Z

)
+

(cj − 1)3

2
Z η1

(
(cj − 1)2Z

))

−
i−1∑
j=1

rij

(
cj η0

(
c2
jZ
)
+
c3
j

2
Z η1

(
c2
jZ
))

,

so Equation (2.17c) is proved for m = 1. We get Equation (2.17c) for m > 1 by
induction.
On the other hand, the first derivative of G−i (2.17b) is

G
−(1)
i (Z,w) =

c3
i

2
η1
(
c2
iZ
)
−

s∑
j=1

bij
(cj − 1)3

2
η1
(
(cj − 1)2Z

)
−

s∑
j=1

aij
(cj − 1)2

2
η0
(
(cj − 1)2Z

)
−

i−1∑
j=1

rij
c2
j

2
η0
(
c2
jZ
)
,

(2.19)

which leads to Equation (2.17d) for m > 1 by induction.
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Step 4
We identify the possible expressions for the fitting space (2.8) taking into account
that M = s+ 1 and the self-consistency condition

K + 2P =M − 3 (2.20)

has to be verified. We observe that the number of stages s and the dimensionM of
the system (2.11) have different parities, so the the numberK+1 = s−1−2P of
classic functions in the fitting space is odd or even, if s is even or odd, respectively.
For simplicity, we choose

• K = 0 if s is even, so the fitting space is

F =
{

1, e±µt, t e±µt, t2 e±µt, . . . , tP e±µt
}

; (2.21)

• K = −1 if s is odd, so the fitting space is

F =
{
e±µt, t e±µt, t2 e±µt, . . . , tP e±µt

}
. (2.22)

Step 5
We obtain the coefficients of the exponentially fitted peer method by solving the
system:

L∗im(h,w) = 0, i = 1, . . . , s, m = 0, . . . ,K, (2.23a)

G
±(m)
i (Z,w) = 0, i = 1, . . . , s, m = 0, . . . , P. (2.23b)

For the afore-mentioned fitting spaces (2.21)-(2.22), this system becomes:

• if s is even

L∗i0(h,w) = 0, i = 1, . . . , s (2.24a)

G
±(m)
i (Z,w) = 0, i = 1, . . . , s, m = 0, . . . , P, (2.24b)

where P =
s

2
− 1 due to the self-consistency condition (2.20);

• if s is odd

G
±(m)
i (Z,w) = 0, i = 1, . . . , s, m = 0, . . . , P, (2.25)

where P =
s− 1

2
due to the self-consistency condition (2.20).

In the following theorem, we recast such systems in order to obtain the coefficients
of exponentially fitted peer methods in an easy way.
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Theorem 2.4. System (2.24a) is equivalent to

B 1 = 1 (2.26)

and systems (2.24b) and (2.25) are equivalent to

D(c, C)−B D(c− 1, Ĉ)−A E(c− 1, Ĉ)−R E(c, C) = 0, (2.27)

where c = [c1, . . . , cs]
T , C = diag(c1, . . . , cs), Ĉ = diag(c1 − 1, . . . , cs − 1),

1 = [1, 1, . . . , 1]T , each column j of the matrices D(v,W ) ∈ Ms× 2(P+1) and
E(v,W ) ∈Ms× 2(P+1) depends on the generic vector v and the generic diagonal
matrix W , as follows:

(D(v,W ))j =
W j−1θ j−2−δ

2 ,v

2
j−2+δ

2

,

(E(v,W ))j =
(j − 1)δW j−2 θ j−4+δ

2 ,v

2
j−2+δ

2

+
δW j Z θ j−1

2 ,v

2
j−1

2

,

(2.28)

with

δ =

{
0 if j even,
1 if j odd,

P =

{
(s− 2)/2 if j even,
(s− 1)/2 if j odd,

and the vector θσ,v is defined by evaluating the function ησ on v2
i Z where vi are

the component of a generic vector v, as follows:

θσ,v =
[
ησ (v

2
1 Z), . . . , ησ (v

2
s Z)

]
. (2.29)

Proof. Annihilating the dimensionless classic moments of order m = 0 in (2.24a)
is equivalent to solving the system

L∗i0(h,w) = 1−
s∑
j=1

bij = 0, i = 1, . . . , s,

which can be recasted in a matrix form as follows

1−B 1 = 0, 0 = (0, 0, . . . , 0)T .
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Therefore, Equation (2.26) holds.
System (2.24b) (or, equivalently, (2.25)) for G+

i assumes the following expression
for i = 1, . . . , s:

G+
i (Z,w) = η−1

(
c2
iZ
)
−

s∑
j=1

bij η−1
(
(cj − 1)2Z

)
− Z

s∑
j=1

aij (cj − 1) η0
(
(cj − 1)2Z

)
− Z

i−1∑
j=1

rij cj η0
(
c2
jZ
)
= 0,

(2.30)

which can be written in a compact form

θ−1, c −B θ−1, c−1 − Z A ( Ĉ θ0, c−1 )− Z R (C θ0, c) = 0, (2.31)

where c = [c1, . . . , cs]
T , C = diag(c1, . . . , cs), Ĉ = diag(c1− 1, . . . , cs− 1) and

the vector θσ,v is defined by evaluating the function ησ on v2
i Z where vi are the

component of a generic vector v as in (2.29).
On the other hand, system (2.24b) for G−i can be recasted as

C θ0, c −B ( Ĉ θ0, c−1 )−Aθ−1, c−1 −Rθ−1, c = 0. (2.32)

In a similar way, systems (2.24b) for G+(m)
i and G−(m)

i with m = 1, . . . , P are
respectively equivalent to

1
2m

C2m θm−1, c −B
(

1
2m

Ĉ2m θm−1, c−1

)
−A

(
m

2m−1 Ĉ
2m−1 θm−1, c−1 +

Z

2m
Ĉ2m+1θm,c−1

)
−R

(
m

2m−1C
2m−1 θm−1, c +

Z

2m
C2m+1Zθm, c

)
= 0,

(2.33a)

1
2m
(
C2m+1θm,c −B

(
Ĉ2m+1θm,c−1

)
−A

(
Ĉ2mθm−1,c−1

)
−RC2mθm−1,c

)
= 0.

(2.33b)

We next construct the matrix D(c, C) ∈Ms× 2(P+1) such that its first and second
columns correspond to the first vectors of the systems (2.31) and (2.32), respec-
tively. Then the other columns are the first vectors of the system (2.33a) and
(2.33b), alternatively:

D(c, C) =[
θ−1,c C θ0,c

1
2
C2 θ0, c

1
2
C3 θ1, c . . .

1
2P

C2P θP−1, c
1

2P
C2P+1 θP, c

]
,
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which can be written in extensive form as follows:

D(c, C) =


η−1

(
c2

1Z
)

c1 η0
(
c2

1Z
)

. . .
1

2P
c2P

1 ηP−1
(
c2

1 Z
) 1

2P
c2P+1

1 ηP
(
c2

1 Z
)

...
...

...
...

η−1
(
c2
sZ
)

cs η0
(
c2
sZ
)

. . .
1

2P
c2P
s ηP−1

(
c2
s Z
) 1

2P
c2P+1
s ηP

(
c2
s Z
)
 .

Similarly, we construct the matricesD(c−1, Ĉ), E(c−1, Ĉ), E(c, C) ∈Ms× 2(P+1)

by considering the vectors multiplyingB,A andR in system (2.31)-(2.33), respec-
tively. In this way, system (2.31)-(2.33) is equivalent to (2.27).

In case of s even, P = s
2 − 1, so D(v,N) and E(v,N) are square matrices.

Moreover, if E(c− 1, Ĉ) is invertible, we can compute the matrix A, as follows:

A =
(
D(c, C)−BD(c− 1, Ĉ)−R E(c, C)

)
E(c− 1, Ĉ)−1. (2.34)

Therefore, the following theorem holds:

Theorem 2.5. In case of even number of stages s, a peer method (2.3) is exact on
the basis functions

F =
{

1, e±µt, t e±µt, t2 e±µt, . . . , tP e±µt
}
,

if its matrices of coefficients verify the following conditions

B 1 = 1 (2.35a)

A =
(
D(c, C)−BD(c− 1, Ĉ)−R E(c, C)

)
E(c− 1, Ĉ)−1, (2.35b)

provided that the matrix E(c− 1, Ĉ) is invertible.

In case of s odd, P = s−1
2 andD(v,N) and E(v,N) have dimensions s × (s+

1). Therefore, for ease of presentation, we recast system (2.27) as follows:

θ−1,c −B θ−1, c−1 −A (Z Ĉ θ0, c−1)−R (Z C θ0, c) = 0, (2.36a)

F1 −B F2 −AF3 −RF4 = 0, (2.36b)

where Fi for i = 1, 2, 3, 4 are square matrices obtained by deleting the first column
from D(c, C), D(c− 1, Ĉ), E(c− 1, Ĉ), E(c, C), respectively.
For instance, we can choose the following matrix B:

B = H1 −AH2 −RH3, (2.37)
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where

H1 = (0 | θ−1, c), H2 = (0 |Z Ĉ θ0, c−1), H3 = (0 |Z C θ0, c) ∈Ms× s.

Employing, as in [38], the nodes

ci =
i− 1
s− 1

, i = 1, . . . , s,

the matrix B (2.37) verifies condition (2.36a). Thus, replacing the expression of
the matrix B in (2.36b), we obtain

A = (F1 −H1F2 −R(F4 −H3F2))(F3 −H2F2)
−1. (2.38)

Theorem 2.6. In case of odd number of stages s, a peer method (2.3) having the
following matrices of coefficients

B = H1 −AH2 −RH3, (2.39a)

A = (F1 −H1F2 −R(F4 −H3F2))(F3 −H2F2)
−1, (2.39b)

is exact on the basis functions

F =
{
e±µt, t e±µt, t2 e±µt, . . . , tP e±µt

}
,

provided that the matrix F3 −H2F2 is invertible,

H1 = (0 | θ−1, c), H2 = (0 |Z Ĉ θ0, c−1), H3 = (0 |Z C θ0, c) ∈Ms× s

and Fi for i = 1, 2, 3, 4 are square matrices obtained by deleting the first column
from D(c, C), D(c− 1, Ĉ), E(c− 1, Ĉ), E(c, C), respectively.

We remark that in both cases some entries of matrix B and all entries of matrix
R are free parameters for the exponentially fitted peer method.

Step 6
We compute the leading term of the local truncation error at each stage, as follows:

(lteef )i = (−1)P+1hs+1 L
∗
i,K+1(h,w)

(K + 1)!ZP+1 D
K+1(D2−µ2)P+1y(t), i = 1, . . . , s,

(2.40)
where we denote D the derivative with respect to time.
As before, we choose for simplicity K = 0 and K = −1 for s even or odd, re-
spectively. In these cases, the afore-mentioned leading term assumes the following
expressions:
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• if s is even

(lteef )i =
(−1)

s
2 hs+1

Z
s
2

ci − s∑
j=1

bij (cj − 1)−
s∑
j=1

aij −
i−1∑
j=1

rij

 ·
·D(D2 − µ2)s/2y(t);

(2.41)

• if s is odd

(lteef )i =
(−1)

s+1
2 hs+1

Z
s+1

2

1−
s∑
j=1

bij

 (D2 − µ2)
s+1

2 y(t). (2.42)

3 Examples of methods

We now present two methods constructed as described in Section 2. For both
methods we select as nodes

ci =
i− 1
s− 1

, i = 1, . . . , s, (3.43)

which clearly verify conditions (2.2) and cs = 1.

3.1 Case 1: s = 2

We recall that in this case we have chosenK = 0 for simplicity. As a consequence,
P = 0 due to self-consistency condition (2.20). Solving system (2.35) for s = 2,
we compute the coefficients of a generic exponentially fitted 2−stage peer method:

bi1 = 1− bi2, i = 1, 2,

a11 =
(1− b12) (η−1 (Z)− 1)

Z η0 (Z)
,

a12 = (1− b12)

(
η0 (Z)−

(η−1 (Z)− 1) η−1 (Z)

Z η0 (Z)

)
,

a21 =
b22( 1− η−1 (Z) )

Z η0 (Z)
,

a22 =
b22 η−1 (Z) (η−1 (Z)− 1)

Z η0 (Z)
+ η0 (Z) (2− b22)− r21,

(3.44)
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which, for Z → 0, tend to the coefficients of the corresponding classic peer
method obtained by solving the system (2.7) with β = 0:

bi1 = 1− bi2, i = 1, 2,

a11 =
1− b12

2
, a12 =

1− b12

2
,

a21 = −b22

2
, a22 =

4− b22 − 2r21

2
.

(3.45)

We observe that in the aforementioned expressions b12, b22 and r21 are free param-
eters.

3.2 Case 2: s = 3

In this case, we have selected K = −1, for simplicity. Hence P = 1 due to self-
consistency condition (2.20). Solving system (2.39), we compute the coefficients
of a class of 3-stage exponentially fitted peer methods, as follows:

B =


0 0 1 + Z η0 a11 +

Z
2 a12η̃0

0 0 η̃−1 + Z η0 a21 +
Z
2 a22η̃0

0 0 η−1 + Z η0 a31 +
Z
2 a32η̃0 − Z

2 η̃0r32

 ,

a1j = 0,

a2j =
ϕj η̃0 + ψj η̃1

4δ1j Φ
+ δj3

(
η̃0

2
− r21

)
,

a3j =
ϕj(8η0 − r32 (8 η̃0 + η̃1 Z)) + ψj (4η1 − η̃0 r32)

4δ1j · 2 Φ

+ δj3 (η0 − r31 − η̃−1 r32) ,

(3.46)
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for j = 1, 2, 3, where δj3 is Kronecker delta and

ησ = ησ(Z), η̃σ = ησ

(
Z

4

)
, for σ = −1, 0, 1,

Φ = 2η0 η̃0 − η̃0 η1Z +
η0 η̃1 Z

2
,

ψ1 = 2 η̃0 +
η̃1 Z

4
, ψ2 = −η0 −

η1 Z

2
,

ψ3 = η0 η̃−1 −
η̃0 η−1

2
− η̃1 η−1 Z

16
+
η̃−1 η1 Z

2
,

ϕ1 = η̃0 , ϕ2 = −η0, ϕ3 = η0 η̃−1 −
η̃0 η−1

4
.

These coefficients for Z → 0 tend to the coefficients of the classic 3-stage peer
method obtained by solving system (2.7) with β = 0:

bi3 = 1− bi1 − bi2, i = 1, 2, 3,

a11 =
4b11 − b12

24
,

a12 =
2b11 + b12

3
,

a13 =
4b11 + 5b12

24
,

a21 =
5 + 4b21 − b22

24
,

a22 =
2b21 + b22 − 2

3
,

a23 =
23 + 4b21 + 5b22 − 24r21

24
,

a31 =
28 + 4b31 − b32 − 24r32

24
,

a32 =
2b31 + b32 + 9r32 − 10

3
,

a33 =
76 + 4b31 + 5b32 − 24r31 − 72r32

24
.

(3.47)

We observe that in the afore-mentioned expressions bi1, bi2 for i = 1, 2, 3 and r21,
r31 and r33 are free parameters.
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4 Numerical experiments

In this section, we present some numerical tests in order to prove the effectiveness
of the introduced exponentially fitted two-step peer methods. In the following, we
compare the exponentially fitted peer methods with 2 and 3 stages characterized
by the coefficients (3.44) and (3.46) to their classic counterparts (3.45) and (3.47).
For both classic methods, we choose

B =


0 . . . 0 1
...

...
...

0 . . . 0 1

 , R =


0 . . . 0
...

...
0 . . . 0

 ∈Ms× s. (4.48)

For both exponentially fitted methods we select R as in (4.48), whereas we em-
ploy B as defined in (4.48) only for s = 2. In all the numerical tests the error
is computed as the infinite norm of the difference between the numerical solution
and the exact solution.

Example 1 We integrate in [0, 10π] the following Kepler’s problem [18, 25]

dpi
dt

= −∂H
∂qi

, i = 1, 2,

dqi
dt

=
∂H

∂pi
, i = 1, 2,

(4.49)

provided by the Hamiltonian function

H =
1
2
(p2

1 + p2
2)−

1√
q2

1 + q2
2

− 2δ + δ2

3
√(

q2
1 + q2

2

)3
, (4.50)

with δ small positive parameter, and initial conditions

q1(0) = 1, q2(0) = 0, p1(0) = 0, p2(0) = 1 + δ. (4.51)

Its exact solution

q1(t) = cos(t+ δ t), q2(t) = sin(t+ δt), pi(t) = q′i(t), i = 1, 2 (4.52)

has an oscillatory behaviour, so this system is a good candidate for the adoption
of the exponentially fitted method (3.44) with a complex value for the parameter
µ = iω. We first solve system (4.49) with δ = 0. In this case, the exact solution
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can be expressed as a linear combination of the basis functions belonging to the
fitting space (2.8), so the problem is integrated exactly (within round-off error) by
the exponentially fitted peer methods (3.44) and (3.46), where the parameter ω is
chosen equal to the frequency of the exact solution, i. e. ω = 1. Indeed, Table 1
shows that these methods are much more accurate than their classic counterparts
(3.45) and (3.47) and produce an error almost equal to the round-off one. More-
over, we have performed a comparison between the exponentially fitted methods
(3.44) and (3.46) derived in this paper with those obtained in [25]. We observe
that, in case of 200 grid points, the global error associated to the whole integration
interval related to exponentially fitted methods (3.44) and (3.46) is of the order of
magnitude of 10−11, whereas the global error computed in [25] is about 10−4. The
larger accuracy can be motivated by the fact that, in this paper, we have employed
the regularizing six-step procedure that, as highlighted in [19, 21], better controls
the propagation of round-off error.
We next integrate system (4.49) with δ = 10−2. In this case, the exact solution
can be written in terms of the basis functions (2.8) with ω = 1 but not as a linear
combination. However, the exponentially fitted peer methods (3.44) and (3.46) in-
tegrate exactly (within an error almost equal to the round-off one) the considered
problem also in this case, as reported in Table 1. Similarly to the first case, they
exhibit an higher accuracy than the corresponding classic ones (3.45) and (3.47).
Also for this problem, we have compared the exponentially fitted methods (3.44)
and (3.46) derived in this work with those presented in [25]. We observe that, in
case of 200 grid points, the global error associated to the whole integration inter-
val obtained by exponentially fitted methods (3.44) and (3.46) is of the order of
magnitude of 10−11, whereas the global error computed in [25] is about 10−7.

Example 2 We integrate the following Prothero-Robinson problem [18]

y′(t) = λ ( y(t)− sin(ω t+ t) ) + (ω + 1) cos(ω t+ t), t ∈
[
0,
π

2

]
,

y(0) = 0,
(4.53)

where λ = −1. The oscillating behaviour of its exact solution

y(t) = sin(ω t+ t) = sin(ω t) cos(t) + cos(ω t) sin(t)

suggests to employ the exponentially fitted methods (3.44) and (3.46) with the
parameter µ characterizing the functions belonged to the fitting space equal to µ =
iω. Indeed, Table 2 shows that the exponentially fitted methods (3.44) and (3.46)
are more accurate than their classic counterparts (3.45) and (3.47), which become
totally inaccurate for highly oscillating problems. However, the exact solution is
given by a nonlinear combination of these basis functions, so the exponentially
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N

δ 200 400 800 1600

CLASSIC s = 2 0 1.25 2.59 · 10−1 2.43 · 10−2 5.50 · 10−4

EXP. FITTED s = 2 0 3.60 · 10−13 5.13 · 10−13 3.66 · 10−12 8.31 · 10−13

CLASSIC PEER s = 3 0 1.91 2.48 · 10−1 3.02 · 10−2 3.75 · 10−3

EXP. FITTED s = 3 0 8.67 · 10−13 2.49 · 10−12 4.29 · 10−12 1.24 · 10−12

CLASSIC PEER s = 2 10−2 1.40 2.88 · 10−1 2.77 · 10−2 1.00 · 10−3

EXP. FITTED s = 2 10−2 3.60 · 10−13 5.13 · 10−13 3.66 · 10−12 8.32 · 10−13

CLASSIC s = 3 10−2 1.91 2.48 · 10−1 3.02 · 10−2 3.75 · 10−3

EXP. FITTED s = 3 10−2 8.67 · 10−13 2.49 · 10−12 4.29 · 10−12 1.24 · 10−12

Table 1. Accuracy of the classic peer methods (3.45) and (3.47) and the exponen-
tially fitted ones (3.44) and (3.46) in the integration of problem (4.49) with N grid
points, the parameter characterizing the fitting space (2.8) equal to µ = iω and
ω = 1.
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N

ω 80 160 320 640

CLASSIC s = 2 50 3.79 · 10−1 1.05 · 10−1 2.65 · 10−2 6.60 · 10−3

EXP. FITTED s = 2 50 1.53 · 10−2 4.1 · 10−3 1.00 · 10−3 2.57 · 10−4

CLASSIC s = 3 50 1.39 · 10−1 1.10 · 10−2 9.42 · 10−4 8.98 · 10−5

EXP. FITTED s = 3 50 1.23 · 10−4 1.07 · 10−5 1.26 · 10−6 1.33 · 10−7

CLASSIC s = 2 100 3.59 · 10−1 3.02 · 10−1 9.33 · 10−2 2.47 · 10−2

EXP. FITTED s = 2 100 3.33 · 10−2 5.3 · 10−3 1.8 · 10−3 4.86 · 10−4

CLASSIC s = 3 100 1.12 6.92 · 10−2 2.40 · 10−3 1.22 · 10−4

EXP. FITTED s = 3 100 2.87 · 10−5 3.08 · 10−5 2.30 · 10−6 1.58 · 10−8

Table 2. Accuracy of the classic peer methods (3.45) and (3.47) and the exponen-
tially fitted ones (3.44) and (3.46) in the integration of problem (4.53) with N grid
points and different values for the frequency ω.

N EXP. FITTED s = 2 EXP. FITTED s = 3

80 2.57 −
160 1.91 3.52

320 1.98 3.09

640 2.00 3.24

Table 3. Estimated order of the exponentially fitted peer methods (3.44) and (3.46)
computed by Equation (4.54) within the integration of problem (4.53) with ω = 50.

fitted peer methods (3.44) and (3.46) exhibit an error bigger than the round-off
one, as reported in Table 2. Moreover, we estimate the order p of the exponentially
fitted peer methods (3.44) and (3.46) employing the following relations

p = lim
h→0

p(h), p(h) ≈ log2

(
E(h)

E(h/2)

)
, (4.54)

where E(h) and E(h/2) are the errors with a stepsize h and h/2, respectively. Ta-
ble 3 shows that the estimated order p(h) of the exponentially fitted peer methods
(3.44) and (3.46) are equal to 2 and 3, respectively.
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5 Conclusions

We have constructed a general class of exponentially fitted peer methods following
the six-step procedure presented in [19,21]. These methods are widely suitable for
the numerical integration of ordinary differential equations having a solution with
a particular feature such as an oscillatory behaviour or an exponential decay. The
adopted strategy is based on adapting already existing methods in order to be exact
(within round-off error) on trigonometric or hyperbolic functions. In the sixth step
of the procedure, we have computed the expression of the leading term of the local
truncation error. It may lead to an estimate of the parameter characterizing the
basis functions, which we aim to study as future work. Numerical experiments
have confirmed the effectiveness of the approach. Further efforts of the research in
the topic will include the parallel implementation of these methods on a selection
of high dimensional problems arising from partial differential equations. In this
way, it will be possible to exploit, in practice, the effectiveness of peer methods
in a parallel implementation environment, properly coupled with the adaptation to
the problem provided by the exponential fitting approach.
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